ICOM 6025: High Performance Computing, Fall 2008
	Instructor Information 

	Instructor: 
	Nayda G. Santiago Santiago 

	Title: 
	Associate Professor 

	Office: 
	Stefani 215 

	Phone: 
	832-4040 Ext. 3510 

	Office Hours: 
	Monday, Wednesday and Friday, 2:00pm to 4:00pm 

	E-mail / URL: 
	Nayda.Santiago@ece.uprm.edu /http://www.ece.uprm.edu/~nayda

	Course URL: 
	Later 


Description

This course covers topics in high-performance computing including interconnection topologies, memory access, programming models, message-passing, cluster computing, load balancing, and performance evaluation and prediction.

Objectives

At the end of this course, students will have been exposed to current state-of-the-art technologies surrounding high performance computing and will be in a good position to understand advanced topics.

References

· Foster and C. Kesselman (Ed.). The Grid 2: Blueprint of a New Computing Infrastructure. Morgan-Kaufmann Publishers, 2003.

· Jack Dongarra, Ian Foster, Geoffrey C. Fox, William Gropp, Ken Kenedy, Linda Torczon, Andy White. The Sourcebook of Parallel Computing. Morgan Kaufmann, 2002.
· Charles Severance and Kevin Dowd. High Performance Computing. O’Reilly, 1998.
· David Lilja. Measuring Computer Performance. Cambridge University Press, 2000.

· Reading List

Grading and Evaluation
Grading will be based on:
	Category
	Percentage

	Homeworks
	20%

	Midterm
	20%

	Project Proposal
	10%

	Project Literature Review
	10%

	Project Final Presentation
	20%

	Final Exam
	20%

	TOTAL
	100%


Final Grades will be assigned according to the following scale:

90 - 100 A 

80 - 89 B 

70 - 79 C 

60 - 69 D 

0 - 59 F

Students are expected to develop a research project to investigate some aspect of high-performance computing with a significant practical component. Students are also required to work on assignments.

Topics and Important Dates
Topics

Introduction
Parallel Computer Architectures

Parallel Programming Considerations

Applications

Languages and Compilers

Message Passing

Threads

Parallel I/O

Parallel Libraries

CUDA

Problem Solving Environments

Tools for Performance Tuning and Debugging

Current Technologies and Applications

Grid Computing

Reusable Software

Templates and Numerical Linear Algebra

Parallel Optimization

Important Dates

Proposal Presentation: Aug 29 and Sept 3

Literature Search Presentation: September 29

Midterm: October 8, 2008

Final Presentations: Nov 17, 21, 24, 26

Prepared by: Nayda Santiago, August 7, 2008
