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Abstract

Querying Patterns in High-Dimensional
Heterogenous Datasets

Vishwakarma Singh

The recent technological advancements have led to the availability of a plethora
of heterogenous datasets, e.g., images tagged with geo-location and descriptive
keywords. An object in these datasets is described by a set of high-dimensional
feature vectors. For example, a keyword-tagged image is represented by a color-
histogram and a word-histogram. Analyzing these datasets gives better insights
into the processes generating the datasets, opens new frontiers of scientific re-
search, and fuels development of life-changing products.

An effective mechanism for exploring these heterogenous datasets is querying.
One such kind of query is a pattern query. Given a heterogenous dataset and
a query, the task here is to find a set of objects which are constrained by a
relationship and satisfy the query. For example, given a dataset of keyword-tagged
objects, a useful pattern query is to find a set of similar objects that contains a
given set of keywords.

Querying patterns in high-dimensional heterogenous datasets brings about a

new set of computational challenges. High performance algorithms to efficiently

ix



and accurately query patterns are presented in this thesis. First, a scalable al-
gorithm, SIMP, is described for accurately querying near neighbors in a high-
dimensional dataset. SIMP significantly outperforms the state-of-the-art tech-
niques. Next, a novel algorithm, ProMiSH, is proposed for efficiently querying
patterns by keywords. ProMiSH has a speed-up of more than four orders over the
state-of-the-art techniques. Then, an algorithm, QUIP, is described for querying
patterns by example in a spatial dataset, e.g., geographical maps. QUIP offers
an improvement of 87% in running time over the baseline approach. Next, an
algorithm for querying patterns by example in a temporal dataset is described.
It specifically solves the problem of finding duplicate videos. The proposed al-
gorithm yields a practical query time for video duplicate detection. Finally, a
scalable method to compute statistical significance of results of a multi-object
query is discussed. Statistical significance or p-value provides a more useful cri-

terion for ranking the results of a query.
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Chapter 1

Introduction

The recent technological advancements have helped in a fast-paced generation
of high-dimensional heterogenous datasets. For example, mobile computing de-
vices have simplified the generation of images and videos tagged with geo-location,
timestamp, and descriptive keywords. Similarly, high-throughput imaging devices
have led to the creation of large maps of biological and geographical systems, which
are often annotated with descriptive keywords and spatial relationships. An ob-
ject in these datasets is represented by a high-dimensional feature vector. For
example, a grayscale image is represented by a 256-dimensional color-histogram.
Similarly, a document is represented by a histogram of hundreds of words.

Many of these datasets are heterogenous, i.e., the features of an object in the
dataset are not directly comparable. For example, a keyword-tagged image has
two kinds of features: a visual feature and a text feature. These two features of an

image are not directly comparable, and hence the dataset is heterogenous. Simi-
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larly, a dataset of geo-tagged news articles is heterogenous. The word-histogram
and the geo-location of the news article are not directly comparable.

These heterogenous datasets are rich sources of valuable information. An
effective mechanism for exploring these datasets is querying. One such kind of
query is a pattern query. Given a heterogenous dataset and a query, the task
here is to find a set of objects which are constrained by a relationship and satisfy
the query. The retrieved set of objects which are constrained by a relationship is
called a pattern.

An example of a pattern query is described next. Consider a dataset of ge-
ographical maps. These maps, being very large, are split into tiles of fixed size.
Each tile is represented by a high-dimensional visual feature vector and its spatial
location in the map. A query, as shown in Figure 1.1(a), consists of a set of tiles.
The goal here is to retrieve a connected set of tiles which is visually similar to the
query. A result is shown by a red box in Figure 1.1(b). The set of tiles in the
result satisfies the connectivity relationship. and hence forms a pattern.

Three kinds of pattern queries are described in this thesis. The first query
finds a set of keyword-tagged neighboring objects in a multi-dimensional feature
space that contains a given set of keywords. This paradigm of querying patterns
is called querying patterns by keywords. The second query finds a set of connected

objects similar to a given set of connected objects in a spatial dataset. The
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(a) A query (b) A tiled map of retinal tissues

Figure 1.1: (a) A query formed by a spatial arrangement of the tiles of retinal
maps. (b) A dataset of tiles of retinal maps. The map shows retinal tissue labeled
with peanut-agglutinin conjugated to a fluorescent probe. The set of tiles bounded
by the red box is a match for the query.
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third query finds a set of time-sequenced objects similar to a given set of time-
sequenced objects in a temporal dataset. The last two queries fall into the category
of querying patterns by example.

To answer the pattern queries discussed above, there is a need to develop
retrieval mechanisms. Typically, each object in the dataset is transformed into a
multi-dimensional feature vector. Then, a measure of similarity between objects
is designed. Next, all the vectors in the dataset are stored in an index. A given
query object is also transformed into a feature vector. Finally, objects similar to
the query object are efficiently retrieved from the dataset using the index.

An example of a typical search application, a map service, is described next.
A map service helps to find a location nearest to a query location. Here, each
location in the dataset is represented by a vector of its latitude and longitude. All
the locations in the dataset are indexed into an R-Tree [52]. Nearness between
two locations is measured by their Euclidean distance. A query location is also
represented by its latitude and longitude. Finally, the location nearest to the
query location is obtained by a best-first search [56] using the R-Tree [52].

The querying technique described above, though highly successful for many
domains, suffers from many limitations. First, it works only for datasets of a
single modality, e.g., a dataset of color-histograms of images. Second, it supports

only pair-wise object comparisons. Third, it answers only single-object queries,
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e.g., querying documents similar to a given document. Fourth, the state-of-the-art
indexing techniques [11, 26, 52| retrieve results accurately and efficiently only for
datasets of dimensions up to 20 [128]. In addition, the methods [49, 59] giving
efficiency for high-dimensional datasets fail to guarantee 100% result accuracy.
The limitations of the state-of-the-art methods, as discussed above, make them
unsuitable for querying patterns in high-dimensional heterogenous datasets. A
method for querying patterns should handle heterogenous datasets, should sup-
port similarity between sets of objects, and should provide both efficiency and
accuracy in high-dimensions. Therefore, there is a need to develop new methods

to answer pattern queries in high-dimensional heterogenous datasets.

1.1 Thesis Statement and Contributions

In this thesis, it has been shown that: “Patterns can be queried accurately and
efficiently in high-dimensional heterogenous datasets.”

Novel index structures and search algorithms for efficiently and accurately
querying patterns are presented in this thesis. The performance of the proposed
algorithms was validated using a set of metrics on multiple high-dimensional real
datasets. A brief summary of all the queries discussed in the thesis is given in

Table 1.1.
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Introduction

terns by exam-
ple in a spatial
dataset

Chapter | Query types Description
No.
2 r-near neigh- | The dataset consists of objects represented by multi-
bor queries dimensional feature vectors. The dimension of the
dataset ranges between 32 and 256. A query consists
of an object and a radius r. The result is the collection
of all the points within a distance r from the query
object.
3 Querying pat- | Kach object in the dataset is represented by a multi-
terns by key- | dimensional feature vector and a set of keywords. The
words dimension of the dataset ranges between 2 and 100.
A query consists of a set of keywords. A result is
a set of neighboring objects in the multi-dimensional
feature space that contains all the query keywords.
4 Querying pat- | Each object in the dataset is represented by a multi-

dimensional feature vector and a spatial location. The
dimension of the dataset ranges between 3 and 13. A
query consists of a set of connected objects as shown
in Figure 1.1(a). A result is a connected set of ob-
jects which is similar to the query as shown in Fig-
ure 1.1(b).

ot

Querying pat-
terns by exam-
ple in a tempo-
ral dataset

The dataset consists of time-sequenced objects where
each object is represented by a multi-dimensional fea-
ture vector. The dimension of the dataset ranges be-
tween 1 and 8192. A query is a set of time-sequenced
objects. A result is again a set of time-sequenced ob-
jects that is similar to the query. An example of such
a query is video duplicate detection.

Table 1.1: A brief description of all the query types discussed in this thesis.

Near neighbor queries form a vital step in many pattern mining and querying
tasks. A mnovel technique, SIMP, is discussed in Chapter 2 for querying r-near
neighbors in very high-dimensional spaces. SIMP efficiently queries r-near neigh-
bors for all the query ranges with 100% quality guarantee. SIMP creates multiple

2-dimensional projections of the data space relative to random points. It uses a
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hash-based approach to take an intersection of the 2-dimensional projections to
efficiently determine the neighbors. Empirical comparisons on three real datasets
of dimensions between 32 and 256 and sizes up to 10 million show a superior
performance of SIMP over LLSH [31], Multi-Probe L.SH [87], L.SB tree [122], and
iDistance [60]. Scalability tests on real datasets of dimensions up to 256 and sizes
up to 100 million establish that SIMP scales linearly with the query range, the
dataset dimension, and the dataset size.

Querying patterns by keywords in a dataset of keyword-tagged objects is in-
troduced in Chapter 3. Each object is represented by a multi-dimensional feature
vector and a set of keywords. A new algorithm, ProMiSH, is proposed for query-
ing a set of neighboring objects in a multi-dimensional feature space that contains
a given set of query keywords. ProMiSH uses random projections and hash-based
index structures to query results, and achieves high scalability and speed-up.
Empirical studies, both on real and synthetic datasets, show that ProMiSH has a
speed-up of more than four orders over the state-of-the-art tree-based techniques.
Scalability tests on datasets of sizes up to 10 million and dimensions up to 100 for
queries of sizes up to 9 show that ProMiSH scales linearly with the dataset size,
the dataset dimension, the query size, and the result size.

Querying patterns by example in a spatial dataset is presented in Chapter 4.

Each object is represented by a multi-dimensional feature vector and a spatial
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location. Given a spatial pattern, the task here is to retrieve similar patterns
from the dataset. A novel algorithm, QUIP, is described for querying the spatial
patterns. QUIP uses a dynamic programming based scoring scheme to measure the
similarity between patterns. QUIP has two index-based scalable search strategies:
TARS and SPARS. Experimental results on real image datasets show that TARS
offers an 87% improvement for small queries, and SPARS a 52% improvement for
large queries in running time, as compared to the baseline approach. Qualitative
tests on real datasets achieve precision of more than 80%.

Querying patterns by example in a temporal dataset is discussed in Chap-
ter 5. Tt specifically solves the problem of querying duplicate videos. First, a new
non-metric distance measure is proposed to find the similarity between a query
and a database video. Then, a novel search algorithm based on pre-computed
distances and pruning techniques is described to efficiently find duplicate videos.
Experiments on a database of 38,000 videos, worth 1,600 hours of content, show
that the duplicate videos for queries of duration 60 seconds are retrieved in 0.032
seconds with a high accuracy of 97.5%.

Queries, such as database similarity searches, return results satisfying certain
properties of distances or scores. For domain scientists, the absolute values of
scores are seldom sufficient. Statistical significance or p-value of the result is a

more useful criterion. An efficient method to calculate the approximate p-value
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of a multi-object result, when the distribution of scores for the database objects
is non-parametric, is presented in Chapter 6. Experimental evaluations on large
databases show that the method is practical, runs five orders of magnitude faster
than the basic approach, and has an error of less than 5% in p-value computation.

This thesis concludes with a summary of the proposed pattern queries and the
corresponding retrieval methods. An insight into the impact of this research work

and challenges of the future tasks is also provided in the conclusions.



Chapter 2

SIMP: Accurate and Efficient
Near Neighbor Search in
High-Dimensional Spaces

Search for near neighbors of a given query object in a collection of objects
is a fundamental operation in numerous applications, e.g., multimedia similarity
search, data mining, information retrieval, and pattern recognition. The most
common model for search is to represent objects in a high-dimensional attribute
space, and then retrieve points near a given query point using a distance mea-
sure. In this chapter, we specifically study the problem of r-near neighbor (r-NN)
queries. These queries retrieve all the points within a distance r from the query
point. Near neighbor search in high-dimensional spaces still remains an open
problem.

Existing techniques solve this problem efficiently only for the approximate

cases [31, 49, 122]. These solutions are designed to solve r-near neighbor queries
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for a fixed query range or a set of query ranges with probabilistic guarantees, and
then extended for nearest neighbor queries. Solutions supporting a set of query
ranges suffer from prohibitive space cost [49]. There are many applications which
are quality sensitive and need to efficiently and accurately support near neighbor
queries for all query ranges [119, 86, 18, 120]. In this chapter, we propose a
novel indexing and querying scheme called Spatial Intersection and Metric Pruning
(SIMP). It efficiently supports r-near neighbor queries in very high-dimensional
spaces for all query ranges with 100% quality guarantee and with practical storage
costs. Our empirical studies on three real datasets having dimensions between 32
and 256 and sizes up to 10 million show a superior performance of SIMP over
LSH, Multi-Probe LSH, LSB tree, and iDistance. Our scalability tests on real
datasets having as many as 100 million points of dimensions up to 256 establish
that SIMP scales linearly with the query range, the dataset dimension, and the

dataset size.

2.1 Introduction and Motivation

Let U be a dataset of N points in a d-dimensional vector space R%. Let d(.,.)
be a distance measure over R%. An 7-NN query is defined by a query point ¢ € R?

and a search range r from ¢. It is a range query whose result set contains all the
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points p satisfying d(q, p) < r. An r-NN query is useful for constructing near
neighbor graphs, mining of collocation patterns [113], and mining density based
clusters [39]. An 7-NN query can also be repeatedly used with increasing query
ranges, starting with an expected range, to solve the nearest neighbor family of
problems [49, 60, 73].

In order to achieve a practical performance in query processing, data points
are indexed and searched using an efficient data structure. A good index should be
space and time efficient, should yield accurate results, and should scale with the
dataset dimension and size. There are many well-known indexing schemes in the
literature, mostly tree-based [11, 26, 52|, for efficiently and exactly solving near
neighbor search in low dimensions. It is known from the literature that the perfor-
mances of these methods deteriorate and become worse than sequential search for
sufficiently large number of dimensions due to the curse of dimensionality [128].
iDistance [60] is a state-of-the-art method for an exact r-NN search. It has been
shown to work well for datasets of dimensions as high as 30. A major drawback of
iDistance is that it works well only for clustered data. It incurs expensive query
costs for other kinds of datasets and for very high-dimensional datasets.

There are many applications which need efficient and accurate near neighbor
search in very high dimensions. For example, content based multimedia similarity

search uses state-of-the-art 128-dimensional SIFT [86] feature vectors. Another
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example is DNA sequence matching which requires longer seed length (typically
60-80 bases) to achieve higher specificity and efficiency while maintaining sen-
sitivity to weak similarities [18]. A common practice is to use dimensionality
reduction [110] techniques to reduce the dimensions of the dataset before using an
index structure. These techniques being lossy transformations do not guarantee
optimal quality. These techniques are also not useful for a number of datasets, e.g.,
strings [139] and multimedia [86, 87], which have intrinsically high dimensionality.

State-of-the-art techniques for r-NN search in very high dimensions trade-off
quality for efficiency and scalability. Tocality Sensitive Hashing (L.SH) [59, 49]
is a state-of-the-art method for approximately solving r-NN query in very high
dimensions. LSH, named Basic-LLSH here, solves (rg, €)-neighbor problem for a
fixed query range rg. It determines whether there exists a data point within a
distance 7y of query ¢, or whether all points in the dataset are at least a distance
(1+¢€)rg away from ¢. In the first case, Basic-LSH returns a point within distance
at most (1+¢€)rg from q. Basic-LSH constructs a set of L hashtables using a family
of hash functions to fetch near neighbors efficiently. Basic-LLSH is extended, hereby
named Eztended-1.SH, to solve e-approximate nearest neighbor search by building
several data structures for different values of r. Ezrtended-L.SH builds a set of L

hashtables for each value of 7 in {rg, (1+€)rg, (1+€)?ro, -+, Tmaz }, Where 7 and
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Tmaz are the smallest and the largest possible distance between the query and the
data point respectively.

LSH based methods and their variants, though efficient and scalable, lack 100%
quality guarantee because of their probabilistic nature. In addition, they are un-
able to support queries over flexible ranges. Basic-LSH is designed for a fixed
query range 7o, and therefore yields poor result quality for query ranges r > ry.
Ezxtended-LSH suffers from prohibitive space costs as it maintains a number of
index structures for different values of r. The space usage of even Basic-LLSH
becomes prohibitive for some applications like biological sequence matching [18]
where a large numbers of hashtables are required to get a satisfactory result qual-
ity. Recently, Lv et al. [87] improved Basic-LSH to address its space issue with
a novel probing sequence, called Multi-Probe LLSH. However, Multi-Probe L.SH
does not give any guarantee on quality or performance. Tao et al. [122] proposed
a B-tree based index structure, LSB tree, to address the space issue of Fxtended-
LSH and the quality issue of Basic-LSH for query ranges which are any power of
2. Nonetheless, LSB tree is an approximate technique with a high space cost.

We find that none of the existing methods simultaneously offer efficiency, 100%
accuracy, and scalability for near neighbor queries over flexible query ranges in
very high-dimensional datasets. These properties are of general interest for any

search system. In this chapter, we propose a novel in-memory index structure
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and querying algorithm called SIMP (Spatial Intersection and Metric Pruning).
It efficiently answers m-NN queries for any query range in very high dimensions
with 100% quality guarantee and has practical storage costs. SIMP adopts a two-
step pruning method to generate a set of candidate near neighbors for a query.
Then it performs a sequential search on these candidates to obtain the true near
neighbors.

The first pruning step in SIMP is named Spatial Intersection Pruning(SIP).
SIMP computes multiple 2-dimensional projections of the high-dimensional data.
Each projection is computed with respect to a different reference point. SIMP par-
titions each 2-dimensional projection into grids. It also computes the projection of
the query answer space. SIMP generates a set of candidates for a r-NN query by
an intersection of the 2-dimensional grids and the projection of the query answer
space. It preserves all the true neighbors of a query by construction. A hash based
technique is used in this step to gain space and query time efficiency. The second
step of pruning is called Metric Pruning (MP). SIMP partitions the dataset into
tight clusters. It uses triangle inequality between a candidate, candidate’s nearest
cluster center, and the query point to further filter out false candidates.

We also design a statistical cost model to measure the performance of SIMP.
We show a superior performance of SIMP over state-of-the-art methods iDistance

and p-stable LSH on three real datasets having dimensions between 32 and 256
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and sizes up to 10 million. We also compared SIMP with Multi-Probe LSH and
LSB tree on two real datasets of dimensions 128 and 256 and sizes 1 million and
1.08 million respectively. We observed that SIMP comprehensively outperforms
both these methods. Our scalability tests on real datasets of sizes up to 100
million and dimensions up to 256 show that SIMP scales linearly with the query
range, the dataset dimension, and the dataset size.

Our main contributions are: (a) a novel algorithm that solves r-NN queries for
any query range with 100% quality in a very high-dimensional search space; (b)
statistical cost modeling of SIMP; and (c) extensive empirical studies. We discuss
related work in Section 2.2. We develop our index structure and query algorithm
in Section 2.3. A statistical cost model of SIMP is described in Section 2.4. We
present experimental results in Section 2.5. We describe schemes for selecting the

parameters of SIMP in Section 2.6.

2.2 Literature Survey

Near neighbor search is well solved for low dimensional data (usually less than
10). Gaede et al. [44] and Samet et al. [110] present a survey of these multidimen-
sional access methods. All the indexing schemes proposed in the literature fall

into two major categories: space partitioning and data partitioning. Berchtold
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et al. [13] partition the space using a Voronoi diagram and answer a query by
searching for the cell in which the query lies. Space partitioning trees like KD-
Tree recursively partition the space on different dimensions. Data partitioning
techniques like R-Tree [52], M-Tree [26] and their variants enclose relatively near
points in Minimum Bounding Rectangles or Spheres and recursively build a tree.
The performance of these techniques deteriorates rapidly with an increase in the
number of data dimensions [128, 17].

For very high dimensions, space filling curves [76] and dimensionality reduction
techniques are used to project the data into low dimensional space before using an
index. Weber et al. [128] proposed VA-file to compress the dataset by dimension
quantization and minimize the sequential search cost. Jagadish et al. [60] proposed
iDistance to exactly solve r-NN queries in high dimensions. The space is split
into a set of partitions and a reference point is identified for each partition. A data
point p is assigned an index key based on its distance from the nearest reference
point. All the points are indexed using their keys in a B4+-Tree. iDistance performs
well for clustered data of dimensions up to 30. The metric pruning of SIMP is
inspired from this index structure.

Near Neighbor search is efficiently but approximately solved in very high di-
mensions [49, 5]. Locality sensitive hashing (I.SH) proposed by Indyk et al. [59]

provides a sub-linear search time and a probabilistic bound on the result qual-
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ity for approximate r-NN search. LLSH uses a family of hash functions to create
hashtables. It concatenates hash values from k hash functions to create a hash
key for each point. It uses L hashtables to improve the quality of search. LSH
hash functions put nearby objects in the same hashtable bucket with a higher
probability than those which are far apart. One can determine near neighbors by
hashing the query point and retrieving elements stored in the bucket containing
the query. Many families of hash functions have been proposed [49, 22, 31, 4]
for near neighbor search. p-stable LSH [31] uses vectors, whose components are
drawn randomly from a p-stable distribution, as a family of hash functions for [,
norm. As discussed in Section 2.1, LSH suffers from the quality and the space
issues.

Many improvements and variants [9, 97, 101, 87, 37, 63, 122, 78, 118] have
been proposed for the LSH algorithm to solve the approximate near neighbor
search. Lv et al. [87] proposed a heuristic called Multi-Probe LSH to address
the space issue of Basic-LSH [49]. They designed a novel probing sequence to
look up multiple buckets in hashtables of Basic-LLSH. These buckets have a high
probability of containing the near neighbors of a query. Multi-Probe LSH does
not have any quality guarantee and may need a large number of probes to achieve

a desired quality, thus making it inefficient.
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A B-tree based index, called LSB ftree (a set of LSB trees is called an LSB
forest), was proposed by Tao et al. [122] for near neighbor search in relational
databases to simultaneously address the space issue of Extended-LSH [59] and
the quality issues of Basic-1.SH for query ranges which are any power of 2. Fach
d-dimensional point is transformed into an m-dimensional point by taking its
projection on m p-stable hash functions similar to p-stable LSH [31]. Points are
indexed using a B-Tree on their z-order values which are obtained by partitioning
the m-dimensional space with equi-width bins. Near neighbor search is carried
by obtaining points based on the length of the longest common prefix of z-order.
[LSB tree is an approximate technique with weak quality guarantees and can have
prohibitive costs. It is noteworthy that all the LSH based techniques create index
structures independent of the data distribution.

A cost model for near neighbor search using partitioning algorithms was pro-
vided by Berchtold et al. [12]. An M-Tree cost model was presented by Ciaccia et

al. [27]. Weber et al. [128] and Béhm et al. [17] developed these ideas further.

2.3 Algorithm

We develop the idea of SIMP using a dataset & of N points in a d-dimensional

vector data space R%. Each point p has a unique identifier. We use Euclidean
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q(rq): A query with point ¢ and search range 7

v: A viewpoint
ny: Number of viewpoints

G(v): Polar grid of viewpoint v

N: Number of data points in U
h(s): A hashtable of SIMP
p: A data point

o: Origin of the data space

s: Signature of a hashtable

f: Angle of a data point p relative to a viewpoint v and its angular vector ov

S: Percentage of the data points obtained by an algorithm as candidate for a query
(selectivity)

C: Candidate set obtained by an algorithm for a query

r: Distance of a point p from a viewpoint v

b: Bin id of a point in a polar grid

P: Number of probes used by Multi-Probe LSH
L: Number of hashtables in the index structure
k : Size of a hash signature s

d: Dimension of the dataset

w,: Radial width between rings of a polar grid
wp: Angle between radial vectors of a polar grid
n,: Number of mballs used for Metric Pruning

Table 2.1: A descriptive list of notations used in the chapter.

metric to measure the distance d(.,.) between a pair of points in R%. We take
o as the origin of the data space. An r-NN query ¢(r,) is defined by the query
point ¢ and the search range r,. The answer set of the query ¢(r,) contains all
the points of the dataset &/ which lie within a hyper sphere of radius r, and center
at ¢. This hyper sphere is the answer space of the query ¢(r,). We describe all

notations used in this chapter in Table 2.1.
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2.3.1 Preliminaries

We first explain the idea of intersection for Spatial Intersection Pruning (SIP)
that effectively prunes false candidates. Then we describe how intersection is
performed using multiple projections of the data points, each relative to a different
reference point, to find candidates. We show that the projection relative to a
random viewpoint is locality sensitive: a property that helps SIMP effectively
prune false candidate by intersection. Finally, we explain the idea of Metric

Pruning (MP).

(a) One viewpoint (b) Two viewpoints

Figure 2.1: Spatial Intersection Pruning. (a) Answer space of query ¢(r,) is
bounded within the distance range [ri, r| relative to viewpoint v;. Shadowed
region contains all the candidates of query ¢(r,) relative to viewpoint vy. (b)
Shadowed region contains all the candidates of query g(r,) relative to two view-
points v and vo. Intersection over two viewpoints gives better pruning of the false
candidates.

We explain SIP using Figure 2.1. Let vy be a randomly chosen reference point,

called a viewpoint, in the d-dimensional data space RY. We compute distance
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r=d(vy,p) for each point p in the dataset relative to v;. Let the answer space
of a query ¢(r,) be contained in the distance range [r1, 7] from v; as shown in
Figure 2.1. All the points having their distances in the range [ri, 7] from v;
form the set of candidate near neighbors for the query ¢(r,). We show the region
containing the candidates in shadow in Figure 2.1(a). Let v, be another viewpoint.
Let [}, 75] be the distance bounding range for the answer space of the query ¢(r,)
relative to ve. Now, the true near neighbors of the query ¢(r,) must lie in the
intersection of the range [ry,rs] and [r},r5] as shown with shadowed region in
Figure 2.1(b). We see that an intersection over two viewpoints bounds the answer

space more tightly, and thus achieves better pruning of false candidates.

°
AN
°
O
o
Vs Angular Vector \/
o [}
°
® °
(a) An example dataset (b) Polar grid relative to v

Figure 2.2: (a) A dataset with data space origin o and a viewpoint v. Values
r and 6 for point p are computed relative to v and its angular vector ov. (b)
Partition of the data space using equi-width w, rings and equi-angular wy radial
vectors relative to viewpoint v and v’s angular vector ov. Each bin is given a
unique id that places a canonical order on the bins.
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We describe how the intersection is performed using an example dataset shown
in Figure 2.2(a). Let v be a viewpoint. The vector ov joining origin o to the
viewpoint v is called v’s angular vector. We compute distance r=d(v,p) and
angle 6 for each point p in the dataset relative to v and ov. The range of the
distance r is [0, Tpmae], Where 7,4, is the distance of the farthest point in the

dataset from v. The angle € lies in the range [0°, 180°] and is computed as
0 = cos '(ov.vp/(d(o,v) x d(v,p))) (2.1)

Thus, we get the projection of the d-dimensional dataset onto a 2-dimensional
polar (r,0) space relative to v. We partition this polar space into grids using equi-
width w, rings and equi-angular wy radial vectors relative to the viewpoint v as
shown in Figure 2.2(b). This partitioned data space is called v’s polar grid G(v).
For a given query ¢(r,), we compute the projection ¢’ of the query point g relative
to the viewpoint v and the angular vector ov. Then, the projection of the answer
space of the query ¢(r,) relative to v and ov, named gball, is a circle with radius
r, and center ¢’. All the true neighbors of ¢(r,) are contained in this ¢ball. We
make a choice to use polar coordinates because both of its dimensions, distance r
and angle @, reflect an aggregate value of all the original dimensions in R%. Any
other coordinate system can be similarly used in place of polar coordinates.

Let the gball of the query ¢(r,) be enclosed within the bounding range B={{r,

7o],[01, 02]} relative to a viewpoint v as shown in Figure 2.3. We find a set of bins
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v
Y

-
il TP

Figure 2.3: Bounding range B={[r1, r2],[01.02]} of gball of a query ¢(r,) relative
to a viewpoint v and angular vector ov.

of polar grid G(v) that encloses the bounding range B. Points contained in these
bins form the set of candidates for the query ¢(r,) relative to v. For a set of
n, viewpoints, a candidate set is obtained for each viewpoint independently. An
intersection of the candidate sets obtained from the n, viewpoints gives the final

set, of candidates.

v
Y

-
il TP

Figure 2.4: We see that point ps having d(g, p2) > r, lies outside the bounding
range of the gball of query ¢(r,) relative to viewpoint v lying on the line L. Point
p1 having d(q, p2) < r, always lies within the bounding range of the gball of query

q(r,) for any viewpoint v.
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We next show that the projection relative to a random viewpoint v is locality
sensitive. Let v be a randomly chosen viewpoint from the data space and G(v)
be its polar grid. Let the gball of a query ¢(r,) be enclosed within the bounding
range B={[rq,rs], [0, 62]} relative to v. The bounding range B is computed as
shown in Section 2.3.3. Let p be a point at distance r=d(v,p) from v and at an
angle 0 from v’s angular vector ov. Point p is chosen as a candidate if r; < r < rg
and 01 < 0 < 6,. If n, randomly chosen viewpoints are used for intersection, then
a point p is a candidate only if it lies in the intersection of the bounding ranges
obtained from each of the viewpoints independently. Let Pry be the probability
that p is selected as a candidate when r < r,. Let Pry be the probability that that
p is selected as a candidate when r > r,. Probabilities are computed with respect
to the random choices of viewpoints. We say that the projection with respect to

a random viewpoint is locality sensitive if Pro < Pry.

Lemma 1. The projection of points on a polar (r, 8) space relative to a random

viewpoint is locality sensitive.

Proof. Let points p; and py be such that d(q, p1) < r, and d(q, p2) > r,. Let py
be at an angle 6,, and p, be at an angle 6, relative to the angular vector ov of a
random viewpoint v.

Point p, satisfies 1 < d(q, p1) <7y and 6; < 6, < 6, for any viewpoint v by

construction as shown in Figure 2.4. Therefore, Pri=1.
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Figure 2.5: Values of Pry obtained for varying ¢, where d(q, p)=c x r,, and
varying number n, of viewpoints used for spatial intersection on 128 and 256
dimensional real datasets. The value of Pry is always 1.

Next we show that Pry < 1 by geometric considerations using Figure 2.4. We
draw a line L passing through ¢ and p, as shown in Figure 2.4. We draw the
enclosing rings of the query ¢(r,) at radii r1=(d(v, q) — r,) and ra=(d(v, q) + 1)
from a randomly chosen viewpoint v on the line L. We see that the point ps lies
outside the enclosing ring, i.e., d(v, ps) < ry or d(v, pa) > 7o. This is true for any

viewpoint lying on the line L. Therefore, Pro < 1 [

We empirically observed that the probability Pro rapidly decreases with an
increase in the distance of a point p from the query. This also implies that the
probability of a false near neighbor being selected as candidate decreases with its
distance from the query point. To derive these results, we computed the values

of Pry for a query ¢(r,) for varying ¢, where d(q, p)=c X r,, using Monte Carlo
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methods. We also computed values of Pry for different number of viewpoints
n, used for intersection. We used two real datasets of dimensions 128 (SIFT)
and 256 (CHist) for the simulation. We describe these datasets in Section 2.5.
We performed simulation using 10 million random viewpoints. We observed that
the value of Pry decreases at a fast rate with increasing value of ¢, as shown in
Figure 2.5. For example, the value of Pry is zero for 128-dimensional dataset for
c=4 and n,=4. The value of Pr; is always 1.

SIMP achieves a high rate of pruning of false near neighbors due to Lemma 1
and the intersection of the gball of a query with polar grids of multiple viewpoints.
This makes SIMP a very efficient method for »-NN search with 100% quality guar-
antee. In this chapter, we develop a suitable data structure and search algorithm

using hashing to implement the idea of STP.

Figure 2.6: Metric Pruning. z is the nearest mcenter of point p. p is a candidate
for q(ry) only if 7, > d(q. p) >[ d(p, 2) —d(q.2) |

To get extra performance, we augment SIP with metric pruning. This pruning

is based on triangle inequality and is carried with respect to data clusters. To
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obtain a good pruning, these clusters need to be quite small. As a result, we cluster
all the data points into n, tight clusters where a cluster is named an mball. We
name the center of an mball as an mcenter. Let z be the nearest mcenter to a
point p. From triangle inequality, we know that a point p is a candidate only if
ry > d(q, p) >| d(p, z) — d(q, z) |, as shown in Figure 2.6. The nearest mcenter z
of each point p and the distance d(p, z) are pre-computed for an efficient pruning

using triangle inequality at runtime.

2.3.2 Index Structure

The index structure of SIMP consists of data structures for efficient processing
of both SIP and MP. A set of hashtables and bit arrays constitute the index
structure of SIP. The index structure of MP consists of three associative arrays.

We first discuss the construction of the index structure for SIP. We randomly
choose n, viewpoints V={v;}; from the d-dimensional dataset. We construct a
polar grid for each of the n, viewpoints. For each polar grid G(v), a data point p
is assigned the id of the bin of the polar grid in which it lies. The bin id of a point
p having distance r=d(v, p) and angle 6 relative to a viewpoint v and v’s angular

vector ov is

b= ([r/w,] x ([180°/wg| + 1)) + [6/we].
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For example, if we take w,=50 and wy=45° for creating a polar grid and a point
p at r=70 and #=40° from the viewpoint, then the bin id of p is 1 x 5+ 0=5. The
distance r of any point p from a viewpoint v lies between [0, 7,42, Where 7,4, is
the distance of the farthest point in the dataset from v. The angle 6 of any point
p relative to ov lies between [0°, 180°].

Polar grids incur a high space cost if stored separately. A polar grid can be
stored in an array whose entry at index ¢ is the collection of the data points in the
bin 7 of the polar grid. A point is stored only by its identifier in the array. This
gives a space cost of n, X N for n, polar grids and a dataset of size N. This space
cost may become unmanageable for large values of n, and N. For example, if N
is 100 million points and n,=100, then the total space cost of the index is 40GB.

We develop a hash based index structure to reduce the index space. We assume
without loss of generality that n,=k x L for some integers k and L. We use a value
of k=4 for SIMP. We split n, viewpoints into L groups, each of size k. A set of k
viewpoints is called a signature s={vy, --- , vx}. Thus, we construct L signatures
s; such that (s;Ns;)=0 for any two signatures s; and s;, and UiLzlsi =V. We create
a hashtable h(s) for each signature s. We generate a k-size {b; --- by} hash key
for each data point p for a signature s by concatenating the bin ids of p obtained
from the polar grids of the viewpoints v € s. All the data points are hashed into

the hashtable h(s) using their k-size keys by a standard hashing technique. A
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point is stored by its identifier in the hashtable. Each hashtable h(s) defines an
intersection over k polar grids. The space cost of L hashtables is L x N, which is
k times less than the space cost of storing n, polar grids (n, x N).

We describe the creation of hashtables with an example. Let V={vq, v,
v3, v4} be a set of n,=4 viewpoints. We create two signatures s;={vy,v2} and
So={v3, v4} for k=2. We create hashtables h(s;) and h(sg) for signatures s; and
sq respectively. Let the bin ids of a point p in the polar grids of viewpoints vy,
v9, v3, and vy be by, be, bz, and by respectively. Then, point p is hashed into A(s;)
and h(sg) using keys b1by and bgby respectively.

We also maintain a bit array called isEmpty for each polar grid G(v). The
size of this bit array is equal to 1 if 7,,,,=0 and is equal to ((|7mez/ wr] + 1) X
([180°/wg| + 1)) if rmar > 0. The actual memory footprint of a bit array is
negligible. A bin’s id in a polar grid G(v) is its index in the bit array of G(v). All
the bits corresponding to empty bins of a polar grid G(v) are marked true.

The index structures of MP are created as follows. We split all the data points
into n, mballs. We assign a unique identifier to each mcenter. We store mcenters
in an associative array using their identifiers as keys. We store the identifier and
the distance of the nearest mcenter for each data point in associative arrays using

the point’s identifier as key.
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2.3.3 Search Algorithm

In this section, we present the search algorithm for SIMP to retrieve candidates
for a query ¢(r,) using the data structures of SIP and MP. SIMP performs a
sequential scan on these candidates to obtain the near neighbors of the query.

In the SIP step, SIMP first finds the nearest viewpoint v; to the given query
point g. Then it obtains hashtable h(s) corresponding to vy, i.e., v; € s. SIMP
computes the keys of the buckets of h(s) containing the candidates of the query
q(ry) as follows. For a query ¢(r,), SIMP finds a set of bins enclosing the gball
of the query from the polar grid of each of the k viewpoints v € s. SIMP takes
a cartesian product of these k sets to get the keys of the buckets containing
candidates. The union of the data points in these buckets gives the set of can-
didates from the hashtable h(s). For example, let viewpoints {v1,v2} be the
signature s of hashtable h(s) for k=2. Let {b11,b12} be the set of bins of polar
grid G(vq) and {ba1, baa} be the set of bins of G(vy) enclosing the gball of the query
q(ry). The union of the data points contained in the buckets of h(s) having keys
{b11b21, b11b29, b1obo1, b1abas } gives the set of candidates from A(s).

We explain here the method to determine a set of bins of a polar grid G(v)
that encloses the gball of a query ¢(r,) relative to a viewpoint v. We first compute
the bounding range B={[ry, 2|, [01,62]} of the gball relative to the viewpoint v

as shown in Figure 2.3. Let d(q,v) be the distance of the query point ¢ from the
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Algorithm 1 getBins

In: g(rq): query, d(q,v): distance of query from the viewpoint v
In: 0: angle of the query relative to ov
: A: isEmpty bit array of G(v)
BC «— ¢ /* ids of enclosing bins */
(71, r2],[61, 2] < bounding range of the gball of ()
start BinR « |71 /w, |, endBinR « |rq/wy, |
startBind « |01 /wg |, endBinf «— |65 /wy]|
for all r; € [startBinR, endBinR| do

for all §; € [startBinf, endBinf] do

BC «— BC U (Ti X (L180°/w9j + 1) +92)

end for
end for
: for all b € BC do
if A[b] is True then

BC + BC\'b
end if
: end for
: return BC

-

e e N e T

viewpoint v. The values of r; and r, are obtained as follows:

d(q,v) —ry if r, < d(q,v)

0 if 7, > d(q,v)
ro = d(q,v)+r,

We find the aperture ¢ of the gball of ¢(r,) relative to v as follows:

o=2x sz’n_l(Tq/d(qz v)).
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Algorithm 2 SIMP

In:
In:
In:

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18:
19:
20
21
22
23
24
25
26
27
28
29
30
31

q(rq): query, H: set of hashtables
Z: array containing the nearest mcenter of each data point
pz: array of distances of the points from their nearest mcenter

: C « ) /*candidate set */

! v1 <« nearest viewpoint to g
t h(s) «— H(vi € 3)

1Y «— [1]

: for all v € s do

BC' « getBins(q(rgq), d(q,v), 0, isEmpty)
Y «—Y x BC

: end for
: for all key € Y do

C — C U points € hlkey]

: end for

1 /* Metric Pruning */

1 gz « [] /* list of distances of mcenters z from g*/
: for all c€ C do

2z «— ¢’s nearest mcenter from Z
if gz[z] # Null then

d «— qz[z]

else
& — qzl2] — d(g.2)

end if

if | pzlc] = d’ |> rq then
C—C\c

end if

: end for

1 /*Sequential search */
: for allce C do

if d(g,c) > rq then
C—C\c
end if

: end for
: return C

We determine angle 6 of the query point g relative to viewpoint v and its angular

vector ov using Equation 2.1. The values of 8; and 6y are given by

(

0r=19 0° if 9/2 >0
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(

0+¢/2 i (¢/2+0) < 180°

02

180° if (¢/2 4 ) > 180° (2.6)

180° if r, > d(q.v)

\

We compute the bins from a polar grid G(v) using the bounding range B={[r,
7o],[01, O]} as described in Algorithm 1. We first obtain the set of bins enclosing
the gball of the query for radial partitioning and angular partitioning indepen-
dently in steps 3 and 4 respectively. We iterate through these bins to compute a
set of bins of G(v) that encloses the gball in steps [5-9]. We remove empty bins
from this set using isEmpty bit array of G(v) in steps [10-14].

In the MP step, SIMP uses triangle inequality between a candidate obtained
from SIP step, candidate’s nearest mcenter, and the query point ¢g. It retrieves
the nearest mcenter z of a candidate and the distance to the mcenter d(p, z) from
the index. SIMP computes the distance d(q, z) between the mcenter z and the
query point g. SIMP discards a candidate if r, <| d(p, z) — d(q, z) |.

We describe the execution of SIMP using Algorithm 2. Spatial intersection
pruning is performed in steps [1-11]. SIMP finds hashtable h(s) whose signature
s contains the nearest viewpoint vy to the query point ¢ in steps [2-3]. For each
viewpoint v in signature s, SIMP obtains a set of bins BC' enclosing the gball of

the query g(r,) in step 6. SIMP computes a set Y of hash keys by a cartesian
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product of the set of bins BC' in step 7. SIMP takes a union of the points in the
buckets of hashtable h(s) corresponding to the hash keys Y in steps [9-11]. Next,
SIMP applies metric pruning in steps [13-24]. For each candidate, SIMP gets the
identifier of its nearest mcenter 2z from a pre-computed array Z in step 15. SIMP
computes the distance of the query ¢ from z if it is not previously computed;
otherwise it retrieves the distance from an array ¢z in steps [16-20]. A candidate
is tested using the triangle inequality in step 21. Finally, all the true neighbors
are obtained by computing the actual distance of each of the candidates from the
query point in steps [26-29].

Extension to nearest neighbor search: The SIMP algorithm for »-NN
search can be extended for top-k nearest neighbor search using the approach
proposed by Andoni et al. [49]. For a dataset, an expected distance F(r) of top-k
nearest neighbors from query points is estimated under the assumption that the
query distribution follows the data distribution. We start the »-NN search with
r=E(r). If no nearest neighbor is obtained, then we repeat SIMP with range

((14 ¢) x r) until at least k points are retrieved.
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2.4 Statistical Cost Modeling and Analysis

We develop statistical models to measure the query costs of SIMP. For a query
q(r,), the number of buckets of a hashtable probed in steps [5-11] and the number
of candidates C' to which distance is computed in steps [26-30] of Algorithm 2
define the cost of SIMP. We develop models to find the expected number of buckets
of a hashtable h(s) probed and the expected number of candidates obtained for a
query q(rq).

Data distribution: For a viewpoint v and a point p, let r=d(p,v) be the
distance of p from v and 6 be the angle of p relative to v’s angular vector ov.
Let P,(r, ) be the spatial probability mass function of the data space relative to
the viewpoint v. A hashtable h(s) defines an intersection over k viewpoints. Let
[, 6] represent the list [r;, 6;]%_ ;. We represent a point p relative to k viewpoints
of a hashtable h(s) as p([r, ]), where [r, 0] is the list of distances and angles of p

relative to all the viewpoints v € s.

p([r, 0]) = [UE_(ry,, 6,,) for all v; € 5] (2.7)

Let P([r, 6]) be the joint spatial probability mass function of the data space over k
viewpoints. Let @ be the query space. The joint spatial probability mass function

Q([r, 8]) of the query space is taken to be similar to the data space mass function
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P([r, 0]). All the expectations are computed with respect to query mass function
Q([r, 0]). A query q(r,) is represented as q(rq, [r, 6]) relative to k viewpoints.
Expected number of hash buckets probed: We compute the set of bins
BC of a polar grid G(v) enclosing the gball of the query ¢(r,) using Algorithm 1.
All the bits of isEmpty bit array are taken to be false. The total number of
buckets Y ([r,0]) of a hashtable h(s), whose signature s has k viewpoints, probed

for a query q(r,, [r, 0]) is given by

k
Y(r, 6)) =] I BC., |
i=1
The expected number of buckets probed in a hashtable h(s) is obtained by taking

a sum over the query space @ with respect to the query mass function Q([r,d]).

QI
E(Y) = ZY([T: 02) x Q([r,0].) (2.8)

Expected number of candidates: To obtain the expected number of can-
didates F(C), we first derive the probability of a random point p being chosen as
a candidate by spatial intersection pruning. The bounding range B={[ry, r2],[01],
6>]} of the gball of a query ¢(r,) relative to a viewpoint v is obtained as discussed
in Section 2.3.3. For a viewpoint v, the probability that p is selected as a candidate
is

Pr,(p is candidate) = Pr(p € B)

02 12
= D) D> Pur.0).
0, T
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For k viewpoints, a random point p is a candidate only if p lies in the intersection
of the bounding ranges of all the k viewpoints. Let {Bj, - -+, B} be the bounding
ranges with respect to k viewpoints. Then, the probability that p is a candidate
is
Pr,(p is candidate) = Pr(p € BN ---N By).

The intersection of the bounding ranges of k£ viewpoints is not independent. There-
fore, to obtain the probability Pr,(p is candidate), we compute the bounding vol-
ume of the gball of query ¢(r,) for each viewpoint v independently. The bounding
volume for a viewpoint v is obtained by a cartesian product of the bounding dis-
tance and angular ranges of the gball relative to v. The joint bounding volume of

k viewpoints is obtained by
k
Vol = []Iri. 5] x [63.65].
i=1
The probability that a random point p is a candidate, if k£ polar grids are used, is
obtained by taking a sum of the joint spatial probability mass function P([r,8])
of the data space over the joint volume

Pr31P(p is candidate) = ZP([T, 0]). (2.9)

Vol

Next, we derive the probability that a random point p is chosen as a candidate

by metric pruning. The distance probability distribution of points of a data space
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relative to a point p; is given by

Fpu(r) = Pr(d(p, p) <7).

The probability that a random point p, having the nearest mcenter z, is a candi-

date for a query q(r,) is

PrMP(pis candidate ) = Pr(| d(p,2) —d(q, 2) |[< ry)

= Fu(ry) (2.10)

where F, is the distance distribution of | d(p, z) — d(q, z) | relative to ¢. It is not
feasible to compute F, at runtime or store it for all possible queries. Therefore, we
approximate it with 7 , which is the distance distribution of | d(p, 2) — d(z,. 2) |
relative to the nearest mcenter z, of the query point q.

The probability of a random point p being chosen as a candidate for query

q(ry, [, 0]) using both SIP and MP is:

J\/[P(

Pr(peandidate) = Pr™"" (p is candidate)

x Pro7(p is candidate) (2.11)

The total number of candidates C' for a query q(r,, [r, 0]) is given by C=Pr(p is cand) x
N, where N is the dataset size. The expected number of candidates F(C) is ob-

tained by taking a sum over the query space () with respect to query mass function
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([, 9]).
Q]
E(C) = ZPr(p is candidate ) x Q([r,6],) x N (2.12)

=1

It is worth noting that Equation 2.12 gives the expected number of candidates
E(C) for Algorithm SIMP. If the distance probability distribution F’, of the data
points relative to the query point ¢ is known, then the actual number of candidates
is Fq(rq) x N.

We empirically verified the robustness of our model for E(C') using error ratio

¢ If E(C,) is the average number of candidates obtained empirically, then
§=| E(Ca) = E(C) | /E(Cd) (2.13)

We computed £(%) for multiple query ranges r, and various number of mballs n,
on two real datasets of dimensions 128(SIFT) and 256 (CHist) which are described
in Section 2.5. The values of £(%) are shown in Table 2.2. We see that (%) on
both the datasets is less than 1% for all query ranges r, and the number of balls
n,.

Space complexity: SIMP has a linear space complexity in the dataset size
N. We compute the memory footprint of SIMP for a d-dimensional dataset having
N points. Let the space usage of a word be W bytes. Let each dimension of a
point take one word. Then, the space cost of the dataset is (N xdx W) bytes. Let

a point identifier take one word. A point is stored by its identifier in a hashtable.
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d=128 d=256
rq | 7.=5,000 | n,=15,000 | ry | 7.=5,000 | n,=15, 000
50 | 0.947 0.947 [ 300 | 0.703 0.693
100 | 0.953 0.952 | 400 | 0.698 0.687
150 | 0.954 0.954 | 500 | 0.739 0.733
200 | 0.954 0.054 | 600 | 0.743 0.734

Table 2.2: Error ratio £(%) for expected number of candidates E(C') for varying
query ranges r, and varying number of mballs n,.

Therefore, the space required for . hashtables is (L x N x W) bytes. The space
cost of n, mcenters is (n, x d x W) bytes. (N X loga(dmaz) + N X loga(n.)) bytes
are required to store the distance and the identifier of the nearest mcenter for
each point. d,,., is the maximum distance of a point from its nearest mcenter.
We fairly assume that [0ge(dne:) < W and loga(n,) < W/2. Therefore, the total
memory footprint is N x W x (d+ L+ (n,/N)d+1+1/2) bytes =ax N xW o N.
Here, a is a constant proportional to d and W is a constant. Thus, we see that

the space complexity of SIMP is O(N).

2.5 Empirical Evaluations

We empirically evaluated the performance of SIMP on five real datasets. We
compared SIMP with four alternative methods: (1) p-stable LSH [31], (2) Multi-
Probe LSH [87], (3) LSB tree [122], and (4) iDistance [60]. All these methods are

briefly described in Section 2.2. p-stable LSH and iDistance are state-of-the-art
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methods for an approximate and an exact search respectively, while Multi-Probe
LSH and LSB tree have been recently proposed. We first introduce the datasets
and the metrics used for measuring the performance of the algorithms. Then
we describe the query workload for our experiments and the construction of an
specific instance of SIMP index. Next we describe the performance comparison of
SIMP with the alternative methods. Finally, we show scalability results of SIMP
on datasets having as many as 100 million points.

Dataset description: We used 5 real datasets of various dimensions and sizes
for our experiments. The first real dataset, called STF'T, contains 128-dimensional
1 million SIFT [86] feature vectors extracted from real images [61]. SIFT is a state-
of-the-art feature used for content based image retrieval and object recognition.
The second dataset, called SIFT10M, and the third dataset, called SIFT100M,
has 10 million and 100 million 128-dimensional SIFT feature vectors of real images
respectively. We obtained these three datasets from INRIA Holiday dataset!. All
pairs distance distribution of 100, 000 SIFT feature vectors is shown in Figure 2.7.
The distance distribution of all the feature vectors in SIFT10M dataset relative
to a randomly chosen feature vector is shown in Figure 2.8. The distance in

Figure 2.7 and Figure 2.8 is scaled to have a maximum value of 1.

Thttp://lear.inrialpes.fr /jegou/data.php
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Figure 2.7: All pairs distance distribution of 100,000 128-dimensional STFT
feature vectors.
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Figure 2.8: The distance distribution of all the feature vectors in SIFT10M
dataset relative to a randomly chosen feature vector.

The fourth real dataset, called CHist, has 256-dimensional 1,082,476 color
histograms of images. For this, we downloaded random images from Flickr®. We

transformed each image into gray-scale. Then we extracted a 256-dimensional

Zhttp://www.flickr.com/
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histogram from each image by counting the number of occurrences of each color
in the image. The fifth dataset, called Aerial [116], has 10 million points of 32
dimensions. We obtained 82,282 gray-scale aerial images from the Alexandria
Digital Library®. These aerial images are satellite images and air photos of dif-
ferent regions of California. The size of these images varies from 320 x 160 pixels
to 640 x 480 pixels. We split each of the aerial images into non-overlapping tiles
of size 32 x 32 pixels. The total number of tiles obtained are 10, 625,200. We
computed a 32-dimensional histogram of the pixel values of each tile in a manner
similar to Color Structure Descriptor [90].

Performance metrics: We measured the performance of the algorithms us-
ing following metrics: (1) recall, (2) selectivity, (3) query time, and (4) space usage.
These metrics validate the quality of results, the efficiency, and the scalability of
the algorithms. Recall measures the result quality of an algorithm. It is the ratio
of the number of the true neighbors retrieved by an algorithm to the total number
of the true neighbors in the dataset for a query. The true near neighbors of a query
in a dataset are obtained using sequential search. iDistance and SIMP have 100%
recall. The efficiency of the algorithms are measured by their selectivity, query
time, and space usage. Selectivity of an indexing scheme is the percentage of the

data points in a dataset for which the actual distance from the query is computed.

3http://www.alexandria.ucsb.edu/
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Query time is the elapsed CPU time between the start and the completion of a
query. We verify the space efficiency of the algorithms by computing the memory
footprints of their index structures. The main factors governing the query cost of
SIMP are the dataset size N, the dataset dimension d, and the query range r,.
We verify the scalability of SIMP by computing its query time for varying values
of N, d, and r,. We observed a sequential search time of 311ms for SIFT, 603ms
for CHist, 774ms for Aerial, 3,209ms for SIFT10M, and 28, 000ms for SIFT100M.

Query workload: We randomly picked 1,000 query points from each of the
STFT, CHist, and Aerial datasets. We used the queries of SIFT also for both
SIFT10M and SIFT100M. Each result on a dataset is reported as an average over
all its query points. We performed experiments for multiple query ranges r, for
cach query point g. We used query ranges r,= {50, 100, 150, 200} for SIFT,
Aerial, SIFT10M, and SIFT100M and query ranges r,={300, 400, 500, 600} for
CHist. For a dataset, query ranges are chosen such that at least 90% of its data
points have their top-1 nearest neighbors within the largest query range. We
computed the cumulative mass function of distances of top-1 nearest neighbors of
a large set of random query points from each dataset. We found that more than
90% of the queries of SIFT, Aerial, SIFT10M, and SIFT100M have their top-1
nearest neighbor within a query range of 200. The same was true for the query

range of 600 for CHist.
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SIMP index: Here we describe a specific construct of SIMP index. The
viewpoints for SIMP are picked randomly from the dataset. SIMP uses a fixed
signature size of k=4 for its hashtables. The number of hashtables L is decided
based on the memory constraints. We used two values of L={1, 25} for our
experiments. SIMP requires values of w, and wy to create polar grids. A fixed
value of wy=45° is used for creating the polar grids. The value of w, is learned for
each dataset by training. For our experiments, we chose a training query range
ro and also randomly picked a set of query points from each dataset. Then we
measured the performance of SIMP for a set of values of w, using ry and the query
points. We chose the value of w, which produced the best result for the dataset.
We used k-means clustering to find mballs and mcenters for metric pruning (MP).
For our experiments, we used n.=5, 000 mballs for metric pruning.

All the experiments were performed on Debian GNU /Linux 5.0 and quad-core
Intel(R) Xeon(R) CPU 5,140@2.33GHz with 4MB cache. All the programs were

implemented in Java. We used Java Hotspot 64-bit (16.3 build) Server VM.

2.5.1 Performance comparison with p-stable LSH and iDis-
tance

We present the performance comparison of SIMP with p-stable LSH [31] and

iDistance [60] on SIFT, CHist, and Aerial datasets. We first describe the settings
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of the algorithms used for comparative studies. Then we give empirical evidences
to show that SIMP is much superior than LSH on the result quality. Next we em-
pirically show that SIMP is much more efficient than iDistance for all datasets and
query ranges. We also show that SIMP scales linearly with the dataset dimension
d and the query range r,. The scalability of SIMP with the dataset size is shown
in Section 2.5.3. Finally, we compare the space efficiency of these algorithms.
We used following settings of the algorithms for comparison. We implemented
p-stable LSH similar to Datar et al. [31] for Euclidean norm. The parameters of
LLSH are the number of hashtables L, the number of hash values &’ concatenated to
generate a hash key, and the bin-width w used to bucket the projected values. We
used the same number of hashtables L=25 for both LSH and SIMP. We learned
the values of £’ and w for LSH. We chose the query range ro=50 for SIFT and
Aerial and the query range =300 for CHist for learning the parameters &’ and
w of LSH and the parameter w, for SIMP. We measured the performance of LSH
for a set of values of k£’ and w on each dataset using the training query range rq
and a set of randomly picked query points. We chose the values of &' and w for
which LSH had 100% recall with the least query time. For LSH, we learned the
values w=1, 700 and k'=8 on CHist, w=350 and £’=8 on SIFT, and w=250 and

kE'=8 on Aerial. For SIMP, we learned the values w,=300 on CHist, w,=30 on
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SIFT, and w,=100 on Aerial. We used n,=5, 000 mballs for SIMP. We used the
mecenters of these mballs as reference points for iDistance.

We observed that SIMP always guarantees 100% quality compared to LSH
whose quality falls below 50% for larger query ranges. We show the performance
of the algorithms on CHist, SIFT, and Aerial datasets in Figures 2.9, 2.10, and
2.11 respectively. We see that SIMP and iDistance have 100% recall on datasets
of all sizes and dimensions and for all query ranges. Unlike SIMP, the recall of
LSH falls rapidly with an increase in the query range. LSH had a recall of only
21.6% for r4=200 on Aerial dataset.

Our empirical results show that SIMP has a superior performance than iDis-
tance on datasets of all sizes and dimensions and for all query ranges. Both
the methods always yield 100% result quality but SIMP significantly outperforms
iDistance in efficiency. We see from Figures 2.9, 2.10, and 2.11 that iDistance
has larger query time and selectivity than SIMP on all the datasets. This differ-
ence in performance widens with an increase in the dimension of the datasets and
the query range. SIMP had a selectivity of 5% compared to 42% selectivity of
iDistance on CHist dataset for the query range r,=300 as seen in Figure 2.9.

We observed that the selectivity and the query time of SIMP grows linearly
with the dataset dimension d and the query range r,. We see from Figures 2.11

and 2.10 that SIMP has a selectivity of 0.2% and 0.7% on 32-dimensional Aerial
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iDistance on 256-dimensional CHist dataset.
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and 128-dimensional SIFT datasets respectively for the query range 50. This
shows that the selectivity of SIMP grows linearly with d. From Figure 2.9, we
see that the selectivity of SIMP grows from 5% for r,=300 to 17% for r,=600 on
CHist dataset. This validates that the selectivity of SIMP grows linearly with r,.
The small values of the selectivity of SIMP on all the datasets verify that SIMP
effectively prunes false candidates using its index structure. The linear behavior
of SIMP with d and 7, is further confirmed by its query time on all the three
datasets. We see from Figure 2.9 that the query time of SIMP grows linearly from
50ms for 7,=300 to 150ms for r,=600 on CHist. The query time of SIMP also
increases only linearly with d.

It is evident from the empirical results that SIMP is a superior alternative
for an accurate and efficient »-NN search. p-stable LSH and SIMP have similar
performance for the training query range ro. With an increase in the query range
rq > 7o, the search quality of p-stable LSH falls sharply, whereas SIMP gives 100%
result quality with only a linear increase in the search cost. Further, p-stable LSH
is inefficient for queries with 7, < ry. Thus, we see that LSH index structure
created for a fixed query range ry can not handle queries with varying query
ranges accurately and efficiently. SIMP performs much better than iDistance
across all the datasets of various dimensions. The performance difference between

SIMP and iDistance grows with an increase in the dimension of the dataset. The
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poor performance of iDistance is because of its multiple searches on the B+ Tree
and high selectivity. iDistance searches B+ tree for each mball intersected by an
r-NN query.

Space cost comparison: We now discuss the space costs of SIMP, p-stable
LSH, and iDistance. We compute memory footprints of the algorithms for CHist
dataset using parameters W=4, N=1,082, 476, L=25, d,,.=22, 500, and n,=5, 000.
Amae 18 the maximum distance of any point from its nearest mcenter. The space
cost of the dataset for each algorithm is (N x d x W)=1,109MB. The memory
footprint of LSH index is (N x W x L)=108MB and SIMP index is (N x W x L) +
(n, xdx W + N X logs(dmaz) + N X loga(n,))=117TMB. The extra space usage of
SIMP over p-stable LSH is from the data structures of the metric pruning. This
overhead remains constant for any value of L. The index structure of iDistance
needs a total of 14MB space. Each entry of iDistance needs 32 bits for storing
its distance from nearest mcenter as key and 32 bits to store a pointer to a child
node or a data object. Each leaf node also needs 8 bytes for storing pointers of
its neighboring nodes. iDistance needs 5.12MB for storing 5,000 mcenters. We
take 512 entries per node for B+ tree of iDistance. For L=1, the memory usage

of SIMP and iDistance is the same.

53



Chapter 2. SIMP: Accurate and Efficient Near Neighbor Search in High-
Dimensional Spaces

2.5.2 Performance comparison with Multi-Probe LSH and

LSB Tree

Here we describe the performance comparison of SIMP with Multi-Probe
LSH [87] and LSB tree [122] on 128-dimensional SIFT and 256-dimensional CHist
datasets. We first describe the settings of the algorithms used for the comparison.
Then we present results to show that SIMP significantly outperforms both Multi-
Probe LSH and LSB tree on all the datasets for all the query ranges. Finally, we

compare the space efficiency of the algorithms.

Dataset t f py | m | L Hopo u B w
SIFT 217 | 15| 0.61 | 24 | 354 | 478019 | 18 | 4096 | 4
CHist | 22500 | 23 | 0.61 | 26 | 521 | 1.3327E8 | 27 | 4096 | 4

Table 2.3: Parameters of LSB Tree and LSB Forest for two real datasets.

We used a similar index structure for Multi-Probe LSH as p-stable LSH. We
implemented the Query-Directed probing sequence algorithm for Multi-Probe LSH
as it was shown to perform better than the step-wise probing sequence [87]. Multi-
Probe search algorithm does not have a terminating condition, whereas LSB search
algorithm has a terminating condition for top-k search. Therefore, we made the
following choices for the termination of Multi-Probe and LSB Tree in order to have
a meaningful comparison, based on both quality and efficiency, with SIMP for r-

NN queries. We terminated Multi-Probe after a fixed number of probes P. LSB
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search was terminated for a fixed selectivity S that is the percentage of the dataset
explored by LSB search as candidates. We did not compare against LSB forest
because of its high space overhead, which can be observed from its parameters in
Table 2.3 and has also been noted by the authors. We used L=1 hashtable for
both Multi-Probe and SIMP. We used n,=>5, 000 mballs for SIMP. We learned the
values w,=300 and w,=50 on CHist and SIF'T datasets respectively for SIMP. We
learned the values w=1, 700 and £’'=8 on CHist and w=350 and &’=8 on SIF'T for
Multi-Probe.

A performance comparison of the algorithms on SIFT and CHist datasets
are shown in Figures 2.12 and 2.13 respectively. We measured the performance
of Multi-Probe for P=6, 000 probes and LSB tree for the selectivity S=25% on
SIFT dataset. We used P=1.500 probes for Multi-Probe LSH and a selectivity
S=40% for LSB tree on CHist dataset. Figures 2.12 and 2.13 show that the recall
of both Multi-Probe LSH and LSB tree decreases with an increase in the query
range, while SIMP has 100% recall for all query ranges. Multi-Probe had a recall
of 90% and LSB had a recall of 79% for the query range 200 on SIFT dataset
as seen from Figure 2.12. These results verify that SIMP always yields superior
result quality than Multi-Probe and LSB.

We empirically found that SIMP is much more efficient than Multi-Probe and

LSB tree. We see from Figures 2.12 and 2.13 that both Multi-Probe and LSB
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56



Chapter 2. SIMP: Accurate and FEfficient Near Neighbor Search in High-
Dimensional Spaces

105 ‘ ‘ ‘ ‘ ‘ ]
-
©
8 85] . ]
o Sequential Search

80 MP-1500 - 1

LSB-400000 - .
75 S|MP ............. 4
70

300 350 400 450 500 550 600
Query Range

(a) Recall

800 Fromermresm e
700} 7
£ 600 | i .
< MP-1500 -
2 500 | LSB-400000 |
=400 | SIMP v |
2 300t 7
>
&G 200f ]

10 (0N 1

0 ‘ ' : L .
300 350 400 450 500 550 600
Query Range
(b) Query Time
100 ‘ ‘ ‘ ‘ ‘
Sequential Search

< 9 MP-1500 - ]
< LSB-400000 e
2 607 SIMP e |
=
3
S 40+ . ) |
Q
[9p]

20 1T 1

0
300 350 400 450 500 550 600
Query Range

(¢) Selectivity

Figure 2.13: Comparative study of performance of SIMP with Multi-Probe LLSH
(MP) and LSB Tree on 256-dimensional CHist dataset.
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have larger selectivity and query time than SIMP for all query ranges r, on both
the datasets. For r,=50 on SIFT dataset, Multi-Probe was 24 times slower and
had 24 times more selectivity than SIMP. For r,=50 on SIFT dataset, LSB was
17 times slower and had 12 times more selectivity than SIMP. SIMP was also
significantly better than LSB Tree and Multi-Probe on CHist dataset.

Our empirical evidences show that SIMP, that guarantees 100% quality, is a
superior alternative for an accurate and efficient »-NN search over Multi-Probe
LSH and LSB tree. Multi-Probe is a heuristic with no performance and quality
guarantees. A large number of probes improves the result quality of Multi-Probe
but worsens its efficiency. Multi-Probe yields a high query time for a large number
of probes because of the high cost of the computation of the probing sequence and
a high selectivity. The poor performance of LSB can be mainly attributed to two
reasons. First, m-dimensional points obtained after projections are indexed into
a B-Tree based on their z-order values. The value of m increases with an increase
in the database size and dimension for constant values of the other parameters.
It is well known from the literature that the performance of tree-based indices
deteriorate for large dimensions, and so does B-Tree based LL.SB tree. The value
of m is 24 for SIFT and 26 for CHist as seen in Table 2.3, which are sufficiently
large to make the LLSB tree inefficient. Second, its query time increases with an

increase in candidate size because of a large number of bit operations required for

o8



Chapter 2. SIMP: Accurate and FEfficient Near Neighbor Search in High-
Dimensional Spaces

computing LLCP between two z-orders. The size of a z-order value is m x u=24 x
18=432 bits for SIFT dataset and 26 x 27=702 bits for CHist dataset.

Space cost comparison: Here, we discuss the space costs of each of the algo-
rithms using parameters d=256, N=1, 082,476, W=4, L=1, and n,=5,000. The
space cost of the dataset for each algorithm is 1, 109MB. The memory footprint of
Multi-Probe index is 4.5MB and SIMP is 13MB. The hashtables of Multi-Probe
LSH and SIMP store only the identifier of a point, which takes one word (W
bytes). The extra space usage of SIMP over Multi-Probe is again from the data
structures of metric pruning. We compute the memory required by L.SB tree using
the parameters of CHist shown in Table 2.3. We use 512 entries per node for LSB.
Each entry of LSB tree stores a z-order value (to compute LLCP) as key and a
pointer to a child node or a data object. A z-order value needs m x u=702 bits for
storage and a pointer needs 32 bits of storage. LSB tree also needs to store for-
ward and backward pointers of the immediate neighbors of each leaf node. Thus,
the total space required for LSB is 100MB. For L=1, we find that the memory
footprint of LLSB is at least 7 times worse than SIMP and 22 times worse than
Multi-Probe. For L=2, L.SB takes 200MB whereas the space cost of SIMP and
Multi-Probe increase only by 4.5MB (for storing an extra hashtable) to 17.5MB

and 9MB respectively.
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2.5.3 Large Scale Performance Evaluation

We validated the scalability of SIMP on 128-dimensional real datasets of sizes
up to 100 million. Our stress tests reveal that SIMP scales linearly with the
dataset size and the query range at very high dimensions. We already showed
in Section 2.5.1 that SIMP scales linearly with the dataset dimension. We also
further compared SIMP with p-stable LSH for a large workload of 14,700 queries
on 128-dimensional SIFT10M dataset having 10 million points. This test again
confirmed that SIMP efficiently and accurately queries near neighbors for any
query range, while p-stable LSH has a very poor recall for query ranges larger
than the training query range ro. We used a value of w,=30 and n,=5,000 for
SIMP for these studies.

We computed the selectivity and the query time of SIMP on SIFT, STF'T10M,
and SIFT100M datasets to verify its scalability. We computed these values for
varying number of hashtables L={1, 25} and varying query ranges r,. We show
the selectivity and the query time of SIMP in Figures 2.14 and 2.15 respectively.
Each result is an average over 1,000 random queries. These results reveal that
SIMP has similar selectivity for the dataset of any size for a given r, and L. This
property implies that SIMP scales linearly with the dataset size. This is further
confirmed by the query time of SIMP. We see from Figure 2.15 that the query time

of SIMP increases approximately 10 times with 10 times increase in the dataset
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Figure 2.14: Selectivity of SIMP on 128-dimensional real datasets of varying
sizes for varying number of hashtables L.

for a given r, and L. We also observed that the query time of SIMP has a linear
behavior with the query range.

SIMP had a query time of 0.4 seconds on 100 million points for r,=50 and L=25
compared to 28 seconds of sequential search. For SIFT100M dataset, we observed
by random sampling that every point has at least one near neighbor within the
query range 50. This shows that SIMP can be used to efficiently and accurately
find the nearest neighbors in very large datasets of very high dimensions.

The comparative results of SIMP with p-stable LSH on SIFT10M dataset for

14,700 random queries is shown in Figure 2.16. We used a value of L=25 for both
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Figure 2.15: Query time of SIMP on 128-dimensional real datasets of varying
sizes for varying number of hashtables L.

SIMP and LSH. We learned the values of w=350 and k'=8 for L.SH using ry=50.
We observed that SIMP is 60 times faster than sequential search for r,=50. For
r,=50, LSH had a query time of 54ms and a selectivity of 0.59% compared to a
query time of 53ms and a selectivity of 0.48% for SIMP. We found that recall of
LSH fell to 38.10% for r,=200 unlike SIMP which had 100% recall for all query

ranges.
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Figure 2.16: Comparative study of performance of SIMP with p-Stable I.SH on
128-dimensional 10 million STFT points.
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2.5.4 Effectiveness of Pruning Criteria

We performed experiments on CHist dataset to study the pruning effectiveness
of spatial intersection pruning (SIP) and metric pruning (MP) for varying query
ranges. We show the results in Figure 2.17 for n,=5,000 and Figure 2.18 for
n,=15,000. We observed that the total pruning achieved by SIMP decreases with
an increase in the query range for a given number of mballs n,. SIP being the
first step contributes the most to the pruning. MP provides an additional pruning
over SIP. We also observed that the contribution of MP increases with an increase
in the query range.

186
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20 | 1
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Search space prunning (%)

Figure 2.17: Data pruning (%) obtained by SIP and MP pruning steps of SIMP
using n,=>5, 000 mballs for varying query ranges on CHist dataset.
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Figure 2.18: Data pruning (%) obtained by SIP and MP pruning steps of SIMP
using n,=15,000 mballs for varying query ranges on CHist dataset.

2.6 Parameter Selection for SIMP

The tunable parameters of SIMP are the number of hashtables L, the radial
bin-width w, of polar grids, and the number of mballs n, used for metric pruning.
The parameters L and w, play a similar role for SIMP as the number of hashtables
and the bin-width of p-stable LSH. The parameter w, is learned by training SIMP
on a dataset using a training query range ry. Though SIMP outperforms existing
techniques even for L=1 hashtable, a better performance is achieved by using
a larger number of hashtables. The value of L can be determined based on the
available memory. The mcenters of SIMP play a similar role as the reference points
of iDistance. The number of mballs n, should be determined based on the data

distribution. It can be computed by fixing a value of Root Mean Square Error
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for each cluster. It can also be learned by the methods proposed by Jagadish et

al. [60] for iDistance. We suggest to use a value of n,=5, 000.

2.7 Conclusions

In this chapter, we proposed SIMP for answering r-NN queries in a high-
dimensional space. SIMP offers both 100% accuracy and efficiency for any query
range unlike state-of-the-art methods. SIMP uses projection, spatial intersection,
and triangle inequality to achieve a high rate of pruning, and thus gains high per-
formance. We efficiently implemented the spatial intersection approach by hash-
ing. We also developed statistical cost models to measure SIMP’s performance.
SIMP captures data distribution through its viewpoints and mcenters. We empir-
ically showed a better performance of SIMP over p-Stable LSH and iDistance on
three real datasets of dimensions 32, 128, and 256 and sizes 10 million, 1 million,
and 1.08 million respectively. We also showed a much superior performance of
SIMP over Multi-Probe LSH and LSB tree on two real datasets of dimensions 128
and 256 and sizes 1 million and 1.08 million respectively. We empirically validated
on the datasets of sizes up to 100 million and dimensions up to 256 that SIMP

scales linearly with the query range, the dataset size, and the dataset dimension.
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Chapter 3

Querying Patterns by Keywords
in Multi-Dimensional Datasets

Keyword-based pattern search in text rich multi-dimensional datasets facili-
tates many novel applications and tools. This chapter introduces querying pat-
terns by keywords. We consider a dataset of objects that have keywords and
are embedded in a vector space, and queries that ask for the tightest groups of
points satisfying a given set of keywords. We name these queries nearest keyword
set search (NKS) queries. We propose ProMiSH (Projection and Multi Scale
Hashing) that uses random projection and hash-based index structures to query
results, and achieves high scalability and speed-up. We present an exact and an
approximate version of the algorithm. Our empirical studies, both on real and
synthetic datasets, show that ProMiSH has a speed-up of more than four orders
over state-of-the-art tree-based techniques. Our scalability tests on datasets of

sizes up to 10 million and dimensions up to 100 for queries of sizes up to 9 show
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that ProMiSH scales linearly with the dataset size, the dataset dimension, the

query size, and the result size.

3.1 Introduction

Objects (e.g., images, documents, or chemical compounds) are characterized
by a collection of relevant features, and are commonly represented as points in
a high dimensional attribute space. For example, images (documents) are repre-
sented by vectors of their colors (words). These objects very often have descriptive
text information associated with them, for example, descriptive tags in images or
chemical compounds or names of geo-locations in maps. In this chapter, we con-
sider multi-dimensional datasets where each data point has a set of keywords. The
presence of keywords allows for the development of new tools for querying and
exploring these multi-dimensional datasets.

A variety of queries on text-rich datasets have been studied in the literature,
such as spatial keyword search [33], spatial preference query [133], and location-
specific keyword search [55, 142]. In this chapter, we study nearest keyword set
search (NKS) queries on text rich multi-dimensional datasets. An NKS query is a
set of user provided keywords. The top-1 result of an NKS query is a set of data

points which contains all the query keywords and the points form the tightest
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cluster in the high dimensional space. Figure 3.1 illustrates an NKS query. The
high dimensional points in the dataset are represented by circles. Each point has a
unique identifier and is tagged with a set of keywords. For a query @Q={a, b, c}, the
set of points {7, 8, 9} contains all the query keywords {a, b, ¢} and are nearest to
each other compared to any other set of points containing these query keywords.
Therefore, the set of points {7, 8, 9} is the top-1 result for the query Q.

NKS queries are useful for many applications. These can be used to extend
existing image (web) search engines where images (web pages) are represented by
their feature vectors in high dimensional spaces. If there is no image (web page)
that contains all the query keywords given by an user, then the search engine
can return a set of the most similar images (web pages) which contains all the
query keywords. The similarity between images (web pages) is measured by the
distance between their feature vectors. The smaller the distance between images
(web pages), the higher the similarity between them. NKS queries are also helpful
for extending existing map services'. A person moving into a new place may be
interested in finding an apartment that is very near to a school and also to a
hospital using a map service. Here the query @ is {apartment, school, hospital}

and the nearness between places is measured by the distance between their geo-

thttp://maps.google.com
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Figure 3.1: An example of an NKS query on a keyword tagged multi-dimensional
dataset. Query is Q={a, b, c}. The top-1 result is the set of points {7, 8, 9}.
This figure also shows an example of a localized search: a sliding window of side
length 7' prunes unwanted candidates like {2, 12, 13}.

attributes. NKS queries are also useful for enhancing GIS systems? and for geo-
tagging of objects and regions [137].

Query Definition: Let D C R? be a d-dimensional dataset having N points.
Each point 0o € D has a unique identifier (id). Each point is also tagged with a
set of keywords o(0)={vy,..,v:} €V, where V is a dictionary of size U of all the
unique keywords in D. We use Ly (Euclidean norm) to measure distance between
any two points 0;,0; € D, i.e., dist(0;,0;) = ||0; — 0;]|2. We measure the nearness

of a set of points A by the maximum distance between any two points in A, called

2http://www.geabios.com
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D : A dataset
VY : A dictionary of unique keywords in D

Q : A set of keywords comprising a query

o : A point in D

v : A keyword

N (v) : Number of points in D having keyword v

N : Number of points in D

U : Number of unique keywords in D

q : Number of keywords in query Q

d : Number of dimensions of a point

t : Number of keywords per point

k : Number of top results

wg : Initial bin-width for hashtable

m : Number of unit random vectors used for projection
L : Number of Hashtable-Inverted Index structures

s : A scale value

r : Diameter of a set of points

z + A d-dimensional unit random vector

Table 3.1: A descriptive list of notations used in the chapter.

diameter r(A).

r(A) = vJ}}fj)éA”"i — 0j[2

A relatively small value of r(A) implies that the points in A are very near to each
other or the corresponding objects are very similar to each other. A g-size NKS
query Q={vg1,-.., 0o} has ¢ unique keywords provided by a user. Set A C D is
a possible result, called a candidate, of @ if it contains points for all the query
keywords, i.e., @ € (J,c4 0(0), and no subset of A does so. We allow overlapping

candidates. If S is the set of all candidates of @), then a result of () is the candidate
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A* such that

A* = inr(A).
ey

A top-k NKS query retrieves k candidates having the least diameters. If two
candidates have equal diameter, then they are further ranked by their cardinality.

A naive solution for an NKS query can incur unmanageable costs. One solution
is to use an inverted index to find all points in the dataset which contain at least
one query keyword. For a query @) of size g, selected points can be grouped by
query keywords into ¢ groups. Then one can generate all the candidates by a
cartesian product of the ¢ groups, and pick the top-k candidates with the least
diameters. Let N(v) be the number of points tagged with a query keyword v. The
number of candidates explored by the naive method would be [[}_; N(v;) and the
cost of search for top-1 result in a d-dimensional dataset would be d x []{_; N(v;).
This search cost can be very large for large values of g or N(v).

A search method using a data partitioning tree-based index was proposed by
Zhang et al. [135, 137] to solve NKS queries on multi-dimensional datasets. The
performance of this algorithm deteriorates sharply with an increase in the dimen-
sion of the dataset as the pruning techniques become ineffective. Our empirical
results show that this algorithm may take hours to terminate for a high dimen-

sional dataset having only few thousands points. That a tree-based algorithm
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does not scale with an increase in the dimension of the dataset was also noted by
the authors.

NKS queries are useful for many applications as discussed earlier. These ap-
plications use datasets of number of dimensions. For example, map services use
location information which is two dimensional, multi-attribute geo data [81] are
represented using feature vectors having dimensions in tens, and feature vectors
of images and documents have dimensions in hundreds. Therefore, there is a need
for an efficient algorithm that scales linearly with the dataset dimension. An
algorithm also needs to yield practical query times on large datasets.

We propose the ProMiSH ( Projection and Multi-Scale Hashing) algorithm to
efficiently solve NKS queries. We present an exact (ProMiSH-E) and an ap-
proximate (ProMiSH-A) version of the algorithm. ProMiSH-E always efficiently
retrieves the true top-k results, and therefore has 100% accuracy. ProMiSH-A
is much more time and space efficient but returns results whose diameters are
within a small approximation ratio of the diameters of the true results. Both the
algorithms scale linearly with the dataset dimension, the dataset size, the query
size, and the result size. Thus, ProMiSH possesses all the three desired charac-
teristic of a good search algorithm: 1) high quality of results (accuracy), 2) high

efficiency, and 3) good scalability.
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ProMiSH-E uses a set of hashtables and inverted indices to perform a localized
search of results. Hashtables are created by projecting points onto unit random
vectors, and then splitting the lines of projected values into overlapping bins of
equal width. ProMiSH-E hashtables are inspired from Locality Sensitive Hashing
(LSH) [31], which is a state-of-the-art method for nearest neighbor search in high
dimensional spaces. The index structure of ProMiSH-E supports accurate search,
unlike LSH-based methods that allow only approximate search with probabilistic
guarantees. ProMiSH-E creates hashtables at multiple bin-widths, called scales.
A search starts with the hashtable at the lowest scale and sequentially proceeds to
higher scales, until a termination condition is met. A search in a hashtable yields
subsets of points that contain query results.

ProMiSH-E explores a subset of points obtained from a hashtable using a novel
pruning based strategy. Points in the subset are grouped by query keywords.
These groups are ordered based on their pairwise inner joins. A greedy method
is proposed to obtain the ordering of the groups as the computation of optimal
ordering is NP-hard. Finally, results are obtained by an efficient multi-way dis-
tance join of the groups. ProMiSH-A is an approximate variation of ProMiSH-E
to achieve even more space and time efficiency.

We evaluated the performance of ProMiSH on both real and synthetic datasets.

We used state-of-the-art Virtual bR*-Tree [137] as a reference method for com-
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parison. The empirical results show that ProMiSH consistently outperforms Vir-
tual bR*-Tree on datasets of all dimensions. The difference in performance of
ProMiSH and Virtual bR*-Tree grows to more than four orders of magnitude
with an increase in the dataset dimension, the dataset size, and the query size.
Our scalability tests on datasets of sizes up to 10 million and dimensions up to
100 for queries of sizes up to 9 show that ProMiSH scales linearly with the dataset
size, the dataset dimension, the query size, and the result size. Our datasets had
as many as 24, 874 unique keywords and a data point was tagged with a maximum
of 14 keywords. The space cost analysis of the algorithms show that ProMiSH-A
is much more space efficient than both ProMiSH-E and Virtual bR*-Tree.

Our main contributions are: (1) a novel multi-scale index structure for scalable
answering of NKS queries, (2) an efficient candidate generation technique from
a subset of points, and (3) extensive empirical studies. We present a detailed
literature survey in Section 3.2. We discuss preliminary ideas about our index
structure and algorithm in Section 3.3. We design our index structures in Sec-
tion 3.4. An exact search algorithm (ProMiSH-E) that finds relevant subsets of
points is described in Section 3.5. Section 3.6 discusses how answers are gener-
ated from the subsets. We propose an approximate algorithm (ProMISH-A) and
derive its upper approximation ratio bound in Section 3.7. We analyze the cost

of ProMiSH in Section 3.8. Finally, we present empirical results in Section 3.9.
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3.2 Literature Survey

A variety of queries, semantically different from our NKS queries, have been
studied in literature on text-rich spatial datasets. Location-specific keyword
queries on the web and in the GIS systems [142, 55, 123, 71| were answered us-
ing a combination of R-Tree [52] and inverted index. Felipe et al. [33] developed
IR2-Tree to rank objects from spatial datasets based on a combination of their
distances to the query locations and the relevance of their text descriptions to the
query keywords. TR2-Tree is an R-Tree which contains a signature of the textual
content of a subtree in the subtree’s root. Cong et al. [28] integrated R-tree and
inverted file to answer a similar query as Felipe et al. [33] using a different rank-
ing function. Martins et al. [91] computed text relevancy and location proximity
independently, and then combined the two ranking scores. Cao et al. [20] recently
proposed algorithms for spatial group keyword query defined by a query location
and a set of query keywords. They proposed to retrieve a group of spatial web
objects such that the group’s keywords cover the query’s keywords and the objects
in the group are nearest to the query location and have the lowest inter-object
distances. Other keyword-based queries on spatial datasets are aggregate nearest
keyword search in spatial databases [83], top-k preferential query [133], finding

top-k sites in a spatial data based on their influence on feature points [131], opti-
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mal location queries [38, 136], and retrieving top-k prestige-based relevant spatial
web objects [19].

Our NKS query is similar to the m-closest keywords query of Zhang et al. [135].
They designed bR*-Tree based on a R*-tree [10] that also stores bitmaps and
minimum bounding rectangles (MBRs) of keywords in every node along with
points MBRs. The candidates are generated by a priori algorithm [2]. They prune
unwanted candidates based on the distances between MBRs of points or keywords
and the best found diameter. Their pruning techniques become ineffective with
an increase in the dataset dimension as there is large overlap between MBRs due
to the curse of dimensionality. This leads to an exponential number of candidates
and large query times. A poor estimation of starting diameter further worsens
the performance of their algorithm. bR*-Tree also suffered from a high storage
cost, therefore Zhang et al. modified bR*-Tree to create Virtual bR*-Tree [137] in
memory at run time. Virtual bR*-Tree is created from a pre-stored R*-Tree which
indexes all the points, and an inverted index which stores keyword information
and path from the root node in R*-Tree for each point. Both, bR*-Tree and
Virtual bR*-Tree, are structurally similar, and use similar candidate generation
and pruning techniques. Therefore, Virtual bR*-Tree shares similar performance

weaknesses as bR*-Tree.
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Many tree-based indices, e.g., R-Tree [52] and M-Tree [26], have been pro-
posed for an efficient near neighbor search in high dimensional spaces. Tree-based
indices fail to scale to dimensions greater than 10 because of the curse of dimen-
sionality [128]. VA-file [128] and iDistance [60] provide better scalability with the
dataset dimension. However, the task of designing an efficient method for solving
NKS queries by adapting VA-file or iDistance is not obvious.

Methods based on random projections [62] and hashing [72, 49, 31, 122] have
come to be state-of-the-art methods for an efficient near neighbor search in datasets
of high dimensions. Datar et al. [31] used random vectors constructed from p-
stable distributions to project points, and then computed hash keys for the points
by splitting the line of projected values into disjoint bins. They concatenated hash
keys obtained for a point from m random vectors to create a final hash key for
the point. All points were indexed into a hashtable using their hash keys. Our
index structure is inspired from the same.

Multi-way distance joins of a set of multi-dimensional datasets, each of which
is indexed into a R-Tree, have been studied in literature [103, 102]. As discussed
above, a tree-based index fails to scale with the dimension of the dataset. Further,
it is not straightforward to adapt these algorithms if every query requires a multi-

way distance join only on a subset of the points of each datasets.
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3.3 Preliminaries

In this section, we first describe how a localized search makes answering NKS
queries efficient. Then we discuss the idea of projection used to create our index
structure. We also present two lemmas which ensures that the exact search al-
gorithm ProMiSH-E always finds the true top-k results. Finally, we empirically
show using a statistical model that our index structure supports a very efficient
and accurate search. A list of commonly used notations in the chapter is presented
in Table 3.1.

We illustrate a localized search with an example. Figure 3.1 shows a query
Q={a,b,c} and its top-1 result set {7,8,9}. We see from the figure that the
number of points tagged with keyword a is 4, keyword b is 3, and keyword ¢
is 4. Therefore, the total number of candidates explored by a naive method
would be 48. One of the candidates explored by the naive method is the set
{2,12,13}. For a localized search, we create a sliding window of side length 7.
We anchor the window at a point having a query keyword, e.g., point 1 having
keyword a in Figure 3.1. We perform a search only on the points which lie in the
overlapping region of the window and the data space. This search using a window
of side length r’ is repeated for every point in the dataset that contains a query

keyword. Tt can be seen that such a localized search with a reasonable estimate
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of 7 prunes unpromising candidates like {2, 12,13}, making the search efficient.
A search can start with a small sliding window of side length r’. Then, 7’ can be
progressively increased with every iteration until a candidate is found in one of
the overlapping regions. In this chapter, we design a suitable index structure and
a search technique to implement this idea.

We use the idea of projection of points on unit random vectors to create our
index structure. The projection of any two points o; and oy in R? is defined by
01.09 = Z?Zl 01; X 09;. We project all the points in a dataset D onto a unit random
vector z. We split the line of projected values into overlapping bins of equal width
w as shown in Figure 3.2. Each point is assigned a hash key based on the bin in
which it lies. Since the line is split into overlapping bins, each point lies in two
bins, and therefore gets two hash keys. For example, the line of projected values
T in Figure 3.2 has been split into overlapping bins {x1, x2, x3, y1, y2, y3}. Point
o lies in bins x1 and y2, and therefore gets two hash keys corresponding to each

of the bins. We assign hash keys to a point o as follows:

where C is a constant to distinguish values of hy and hs.
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ProMiSH generates m-size signatures for a point o by concatenating its hash
keys obtained from m unit random vectors. Since a point gets two hash keys
from each unit random vector, a total of 2™ signatures are generated for it. For
example, let z; and 2z, be two unit random vectors for m=2. Let the hash keys
of a point 0 be {x1, y1} from z; and {xo, yo} from 2o. ProMiSH creates 2* 2-size
signatures {x;Xo, X1y2, V1Xg, y1¥2} for o by concatenation. These signatures are
used to index points into a hashtable. Each bucket of the hashtable contains a
subset of points in the dataset. To achieve efficiency, ProMiSH performs a search
in each promising buckets of the hashtable independently for answering an NKS
query.

Next we discuss two lemmas which guarantee that ProMiSH-E always retrieves

the true top-k results for an NKS query using the index structure.

Lemma 2. Let R be a d-dimensional Euclidean space. Let z be a vector uniformly
picked from a unit (d-1)-sphere such that z € R and ||z||a = 1. For any two points

o1 and oy in R?, we have ||oy — 05|]2 > ||z.01 — 2.02]]2.
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Proof. Since, an Euclidean space with dot product is an inner product space, we

have
||z.01 — z.00||2 = |z.(01 — 02)]
< lzfl2 x [lor — 02|z
= ||lo1 — 02|z since ||z]|s =1
The inequality follows from Cauchy-Schwarz inequality. O]

Lemma 3. If a set of points A = {o1,..,0,} in R® with diameter r is projected
onto a d-dimensional unit random vector z, and the line is split into overlapping
bins of equal width w > 2r, then all the points of set A are contained in one of

the bins.

Proof. From Lemma 2 and the definition of diameter, we have Vo;, o; € A, |z.0,—
z.0;] < ||lo; — 0j]| < r. Therefore, the span of projected values of the points in
set A, i.e., max(z.01,...,2.0,) — min(z.o1, ..., 2.0,), is < r. Since the line is split
into overlapping bins of width 2r, it follows from the construction, as shown in
Figure 3.2, that a line segment of width r is fully contained in one of the bins.

Hence, all the points in set A will lie in the same bin. O

We illustrate here with an example how Lemma 3 guarantees retrieval of true

results. For a query @, let the diameter of its top-1 result be r. We project
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Figure 3.2: Division of projected values of points on a unit random vector into
overlapping bins of equal width w=2r.
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all the data points in D on a unit random vector and split the projected values
into overlapping bins of bin-width 2r. Now if we perform a search in each of the
bins independently, then Lemma 3 guarantees that the top-1 result of query @ is

certainly found in one of the bins.
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Figure 3.3: Probability mass functions f, of diameters of candidates of a query
of size 3 on a 2-dimensional and a 16-dimensional real datasets.

Dataset Dimension d 2 4 8 | 16 | 32

Percentage Ratio (%—:) 0.007 | 0.3 | 5.8 | 22 | 47

Table 3.2: Percentage ratio of the expected number of candidates N, to the total
number of candidates N, of a query.
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Figure 3.4: Values of Pr(A|r)? for varying diameters of candidates of a query of
size 3 on a 2-dimensional and a 16-dimensional real datasets.

Statistical Model: We develop a statistical model to compute the expected
number of candidates explored by ProMiSH in a hashtable. We show using this
model that ProMiSH effectively prunes the false candidates. Let D be a d-
dimensional dataset of size N where each point o is tagged with one keyword.
Let @ be an NKS query with ¢ keywords {vg1, ..., vg.}. Let set A* C D with
diameter r* be the top-1 result of query Q.

Let f, be the probability mass function of the keywords v € V. Using f,, we
get the number of points tagged with a query keyword vg as N(vg) = f,(vg) X N.

Therefore, the total number of candidates for query @ in D is
q
N =[] folvgi) x N (3.3)
i=1

Let f, be the probability mass function of diameters of candidates of ). Then,

the total number of candidates of () having diameter r is given by
N, = f.(r) x N, (3.4)
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We select all the points in D which contain at least one query keyword vg. We
project these points on a unit random vector z. We split the line of projected
values into overlapping bins of equal width w = 2r*. Let A be a candidate of
query @ with diameter r. Let Pr(A|r) be the conditional probability that A
is fully contained within a bin. This probability is computed for random unit
vectors. If this process is repeated on m independent unit random vectors, then
the joint probability that a candidate A is contained in a bin in each of the m
vectors is Pr(A|r)™. A hashtable of ProMiSH is created using m unit random
vectors. Therefore, the expected number of candidates explored by ProMiSH in a
hashtable is

Ny =Y Pr(Ajr)™ x N, (3.5)

We empirically computed the probability mass function f,, the probability Pr(A|r)™,
and the ratio of N, to IV,,. We used real datasets of varying dimensions each hav-
ing N=1 million points for our experiments. We describe these real datasets in
Section 3.9. We used randomly selected queries of size ¢=3. We show proba-
bility mass functions f, of diameters of candidates of a query ) on datasets of
dimensions d=2 and d=16 in Figure 3.3. We computed the diameters of all the
candidates of a query @) in the dataset to obtain f, and r*. The diameters of the
candidates were scaled to lie between 0 and 1. We show values of Pr(A|r)? for

varying diameters of candidates of a query @) on datasets of dimensions d=2 and
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d=16 in Figure 3.4. To compute Pr(A|r), we randomly chose a candidate A of
diameter 7. We projected all the points of A on one million unit random vectors.
Then we computed the number of vectors on each of which all the points in A lie
in the same bin.

We make following observations from the above studies: (a) the diameters of
the candidates of a query have a heavy-tailed distribution, and (b) the value of
Pr(A|r)™ decreases exponentially with an increase in the diameter of the candi-
date of a query. The first observation implies that a large number of the candidates
have diameters much larger than r*. The second observation implies that the can-
didates with diameter larger than r* have much smaller chance of falling in a bin
than A*, and thus being probed by ProMiSH. Therefore, most of the false candi-
dates, i.e., candidates with diameters larger than r*, are effectively pruned out by
ProMiSH using its index structure.

We show percentage ratio of N, to NNV, in Table 3.2 for datasets of varying
dimensions. Each ratio was computed as an average over 50 random queries. We
observe from Table 3.2 that ProMiSH prunes more than 99% of the false candi-
dates for datasets of low dimensions, e.g., d=2. For datasets of high dimensions,

e.g., d=32, more than 50% of the false candidates get pruned.
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3.4 Index for Exact search

The index structure of ProMiSH-E has two main data structures. The first
data structure is a keyword-point inverted index Zj, which indexes all the points in
the dataset D using their keywords. Zj, is shown with a broken maroon rectangle
in Figure 3.5. The second data structure consists of multiple hashtables and
their corresponding inverted indices. We call a hashtable H together with its
corresponding inverted index Zyp, as the HZ structure.

We create a hashtable H as follows. We randomly choose m d-dimensional
unit vectors. For each unit random vector z, we compute the projection z.o for
each point o in D. Next we split the line of projected values using overlapping bins
of width w as shown in Figure 3.2. We compute hash keys for each point using
Equations 3.1 and 3.2. Each point o gets two hash keys {by;, b;} from each unit
random vector z;. Thus, we have m pairs of hash keys for each data point o. We
take a cartesian product of these m pairs of hash keys to generate 2™ signatures
for each point o. A signature sig(o)={bj1, ..., bjm} of a point o contains a hash key
from each of the m pairs. We hash each point o using each of its 2™ signatures
as hash key into the hashtable H. A signature sig(o) of a point o is converted
into a hashtable bucket identifier (bucket id) using a standard hash function, e.g.,

(> bji * pr;)%ohashtable_size, where pr; is a random prime number.
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For each hashtable H, we create a corresponding inverted index Zp,. For each
bucket of ‘H, we compute the union of keywords of its points. Then we index each
bucket of the hashtable H against each of the unique keywords it contains in the
inverted index Zxpp.

We show a ‘HZ structure in Figure 3.5 with a broken blue rectangle. We create
HZ, structures for increasing bin-width w=wy2°, where wy is initial bin-width and
s €40,...,L — 1} is the scale. If pMax is the maximum span of projected values

of points on any unit random vector, then

(3.6)

We do not create a HZ index structure for w > pMax as it puts the whole dataset

D in a single bin.

3.5 Exact Search (ProMiSH-E)

Here, we describe the ProMiSH-E algorithm. A search starts with the HZ
structure at scale s=0. ProMiSH-E finds buckets of hashtable H, each of which
contains all the query keywords, using the inverted index Zy,. Then ProMiSH-E
explores each of the selected buckets using an efficient pruning based technique

to generate results. ProMiSH-E terminates after exploring HZ structure at the
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Figure 3.5: Index structure and flow of execution of ProMiSH.

smallest scale s such that the kth result has the diameter r; < w25, Figure 3.5
shows a flow of execution of ProMiSH-E.

Algorithm 3 details the ProMiSH-E algorithm. ProMiSH-E maintains a bitset
BS. For each vg € @, ProMiSH-E retrieves the list of points corresponding to vg
from Zj, in step 4. For each point o in the retrieved list, ProMiSH-E marks the
bit corresponding to o’s identifier in B.S as true in step 5. Thus, ProMiSH-E finds
all the points in D which are tagged with at least one query keyword. Next the

search continues in the HZ structures, beginning at s=0. For any given scale s,
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Algorithm 3 ProMiSH-E

In: @Q: query keywords; k: number of top results
In: wq: initial bin-width
PQ « [e(] ], +00)]: priority queue of top-k results
HC:": hashtable to check duplicate candidates
BS: bitset to track points having a query keyword
for all o € UVUQGQIk'p[’UQ} do
BSJo] < true /* Find points having query keywords*/
end for
for all s € {0,..., L — 1} do
Get 'HT at s
9:  E[] <« 0 /* List of hash buckets */
10: for all vg € Q do

11: for all bld € Ikhb[”Q] do

12: E[bId] + E[bId] + 1

13: end for

14:  end for

15:  for alli € (0, ..., SizeOf(E)) do
16: if E[i] = SizeOf(Q) then

17: F’ — () /* Obtain a subset of points */
18: for all o € HJ[i] do

19: if BS[o] = true then

20: F'—F'Uo

21: end if

22: end for

23: if checkDuplicateCand(F’, HC) = false then
24: searchInSubset(F’, PQ)
25: end if

26: end if

27:  end for

28:  /* Check termination condition */
29: if PQ[k].r < wg2°! then

30: Return PQ

31:  end if

32: end for

33: /* Perform search on D if algorithm has not terminated */
34: for all o € D do
35: if BS[o] = true then

36: F'— F'Uo
37: end if
38: end for

39: searchInSubset(F’, PQ)
40: Return PQ
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ProMiSH-E accesses the HZ structure created at the scale in step 8. ProMiSH-
E retrieves all the lists of hash bucket ids corresponding to keywords in @) from
the inverted index Zpy, in steps [10-11]. An intersection of these lists yields a
set of hash buckets each of which contains all the query keywords in steps [12-
16]. For the example in Figure 3.5, this intersection yields the bucket id 2. For
each selected hash bucket, ProMiSH-E retrieves all the points in the bucket from
hashtable H. ProMiSH-E filters these points using bitset BS to get a subset of
points F” in steps [17-22]. Subset " contains only those points which are tagged
with at least one query keyword. F” is a potential set and is explored further.
Subset F” is checked if it has not been explored earlier using checkDuplicate-
Cand (Algorithm 4) in step 23. Since each point is hashed using 2 signatures,
duplicate subsets may be generated. If F’ has not been explored earlier, then
ProMiSH-E performs a search on it using searchinSubset (Algorithm 5) in step
24. Results are inserted into a priority queue PQ of size k. Each entry e([ ], ) of
PQ is a tuple containing a set of points and the set’s diameter. PQ is initialized
with k entries, each of whose set is empty and the diameter is +o0c. Entries of PQ)
are ordered by their diameter. Entries having equal diameter are further ordered
by the size of their set. A new result is inserted into PQ only if its diameter is

smaller than the kth smallest diameter in PQ. If ProMiSH-E does not terminate
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after exploring the HZ structure at the scale s, then the search proceeds to HZ

at the scale (s + 1).

Algorithm 4 checkDuplicateCand

In: F’: a subset; HC': hashtable of subsets
F' — sort(F")
prl: list of prime numbers; pr2: list of prime numbers;
for all o € F’ do
pr1 < randomSelect (prl); pro < randomSelect (pr2)
hi < h1 + (0o X pri); ha < ha + (0 X pra)
end for
h «— hihg;
if isEmpty(HC[h])=false then
if elementWiseMatch(F’, HC[h]) = true then
Return true;
end if
: end if
: HC[h].add(F");
: Return false;

— = = e
W = oY

ProMiSH-E terminates when the kth smallest diameter r; in P() becomes less

than or equal to half of the current bin-width w=w2° in steps [29-31]. Since

e < w“fs, Lemma 3 guarantees that each of the true candidates are contained
in a bin of the hashtable, and therefore have been explored. If ProMiSH-E fails
to terminate after exploring HZ at all the scale levels s € {0,..., L — 1}, then it
performs a search on the complete dataset D in steps [34-39)].

Algorithm checkDuplicateCand (Algorithm 4) uses a hashtable HC to perform
a duplicate check for a subset F’. Points in F’ are sorted using their identifier.

Two separate standard hash functions are applied to the identifier of the points in

the sorted order to generate two hash values in steps [2-6]. Both the hash values
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are concatenated to get a hash key h for the subset F’ in step 7. The use of
multiple hash functions helps to reduce hash collisions. If HC' already has a list
of subsets at h, then an element-wise match of F’ is performed with each subset

in the list in steps [8-9]. Otherwise, F” is stored in HC' using key h in step 13.

3.6 Search in a Subset

We design an algorithm for finding the tightest clusters in a subset of points.
A subset is obtained from a hashtable bucket as explained in Section 3.5. Points
in the subset are grouped based on the query keywords. Then all the promising
candidates are explored by a multi-way distance join of these groups. The join
uses 1, the diameter of the kth result obtained so far by ProMiSH-E, as the
distance threshold.

We explain a multi-way distance join with an example. A multi-way distance
join of ¢ groups {g1.- - ,g,} finds all the tuples {01, , 0z, 04k, , 04} such
that Vo, y: 0y € gz, 0yk € gy, and [|0z j — 0y ||2 < 7% Figure 3.6(a) shows groups
{a, b, ¢} of points obtained for a query @={a, b, ¢} from a subset F’. We show
an edge between a pair of points of two groups if the distance between the points

is at most 7, e.g, an edge between point o; in group a and point o3 in group b. A
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multi-way distance join of these groups finds tuples {01, 03, 09} and {019, 03, 0g}.

Each tuple obtained by a multi-way join is a promising candidate for a query.

3.6.1 Group Ordering

A suitable ordering of the groups leads to an efficient candidate exploration by
a multi-way distance join. We first perform a pairwise inner joins of the groups
with distance threshold r;. In inner join, a pair of points from two groups are
joined only if the distance between them is at most r;. Figure 3.6(a) shows such
a pairwise inner joins of the groups {a, b, c}. We see from Figure 3.6(a) that a
multi-way distance join in the order {a, b, ¢} explores 2 true candidates {{o1, o3,
09}, {010, 03, 09} } and a false candidate {o1, 04, 06}. A multi-way distance join in
the order {a, ¢, b} explores the least number of candidates which is 2. Therefore,
a proper ordering of the groups leads to an effective pruning of false candidates.
Optimal ordering of groups for the least number of candidate generation is NP-
hard [58].

We propose a greedy approach to find the ordering of groups. We explain the
algorithm with a graph in Figure 3.6(b). Groups {a, b, ¢} are nodes in the graph.
The weight of an edge is the count of point pairs obtained by an inner join of the
corresponding groups. The greedy method starts by selecting an edge having the

least weight. If there are multiple edges with the same weight, then an edge is
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(a) Pairwise inner joins (b) A graph representation
Figure 3.6: (a) a, b, and ¢ are groups of points of a subset F’ obtained for a
query @={a,b,c}. A point o in a group g is joined to a point ¢’ in another group
g if |Jo—0|| < ry. Examining the groups in the order {a, ¢, b} generates the least
number of candidates by a multi-way join. (b) A graph of pairwise inner joins.

Each group is a node in the graph. The weight of an edge is the number of point
pairs obtained by an inner join of the corresponding groups.

selected at random. Let the edge ac, with weight 2, be selected in Figure 3.6(b).
This forms the order set (a — ¢). The next edge to be selected is the least weight
edge such that at least one of its nodes is not included in the order set. Edge cb,
with weight 2, is picked next in Figure 3.6(b). Now the order set is (a — ¢ — b).
This process terminates when all the nodes are included in the order. (a — ¢ —b)
gives the ordering of the groups.

Algorithm 5 describes how the groups are ordered. The kth smallest diameter
ri is retrieved form the priority queue PQ in step 1. For a given subset F’ and
a query @, all the points are grouped using query keywords in steps [2-5]. A

pairwise inner join of the groups is performed in steps [6-18]. An adjacency list
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AL stores the distance between points which satisfy the distance threshold r;. An
adjacency list M stores the count of point pairs obtained for each pair of groups
by the inner join. A greedy algorithm finds the order of the groups in steps [19-30].
It repeatedly removes an edge with the smallest weight from M till all the groups
are included in the order set curOrder. Finally, groups are sorted using curOrder

in step 30.

3.6.2 Nested Loops with Pruning

We perform a multi-way distance join of the groups by nested loops. For
example, consider the set of points in Figure 3.6. Each point o,; of group a is
checked against each point o, ; of group b for the distance predicate, i.e., |[0g; —
opjll2 < 7. If a pair (04, 0p;) satisfies the distance predicate, then it forms a
tuple of size 2. Next this tuple is checked against each point of group c. If a
point o, satisfies the distance predicate with both the points o,,; and oy, then
a tuple (044, 0pj. Oc) Of size 3 is generated. Each intermediate tuple generated
by nested loops satisfies the property that the distance between every pair of its
points is at most r,. This property effectively prunes false tuples very early in the
join process and helps to gain high efficiency. A candidate is found when a tuple
of size ¢q is generated. If a candidate having a diameter smaller than the current

value of r; is found, then the priority queue PQ and the value of r, are updated.

96



Chapter 3. Querying Patterns by Keywords in Multi-Dimensional Datasets

Algorithm 5 searchInSubset

In: F’: subset of points; Q: query keywords; ¢: query size

In: PQ: priority queue of top-k results
1: rp < PQ[k].r /* kth smallest diameter */
2: SL « [(v,]])]: list of lists to store groups per query keyword
3: for all v € Q do

4:  SL[v] « {Vo € F’' : 0 is tagged with v} /* form groups */
5: end for

6: /* Pairwise inner joins of the groups*/
7: AL: adjacency list to store distances between points

8: M « 0: adjacency list to store count of pairs between groups
9: for all (v;,v;) € @ such that i <gq, j<g¢, i <jdo

10:  for all o € SL[v;] do

11: for all o’ € SL[v;] do

12: if |0 — 0'||2 < 7}, then

13: ALo, 0] « |lo — ||z

14: M{v;,vj] — Mlv;,vi] + 1
15: end if

16: end for

17:  end for

18: end for

19: /* Order groups by a greedy approach */
20: curOrder « []

21: while Q # () do

22:  (v;,vj) < removeSmallestEdge(M)

23:  if v; & curOrder then

24: curOrder.append(v;); Q «— Q \ v;
25:  end if

26:  if v; € curOrder then

27: curOrder.append(v;); Q «— Q \ v;
28: end if

29: end while
30: sort(SL, curOrder) /* order groups */
31: findCandidates(q, AL, PQ, Idx, SL, curSet, curSetr, ry,)

The new value of 7, is used as distance threshold for future iterations of nested
loops.

We describe answer exploration by nested loops using Algorithm 6 (findCan-
didates). Nested loops are performed recursively. An intermediate tuple curSet is

checked against each point of group SL[Idz| in steps [2-23]. First, it is determined

97



Chapter 3. Querying Patterns by Keywords in Multi-Dimensional Datasets

using AL whether the distance between the last point in curSet and a point o in
SL[Idz] is at most 7 in step 3. Then the point o is checked against each point
in curSet for the distance predicate in steps [5-15]. The diameter of curSet is
updated in steps [9-11]. If a point o satisfies the distance predicate with each
point of curSet, then a new tuple newCurSet is formed in step 17 by appending
o to curSet. Next a recursive call is made to findCandidates on the next group
SL[Idx + 1] with newCurSet and newCurSetr. A candidate is found if curSet
has a point from every group. A result is inserted into PQ after checking for
duplicates in steps [26-33]. A duplicate check is done by a sequential match with
the results in PQ. For a large value of k, a method similar to Algorithm 4 can
be used. If a new result gets inserted into PQ), then the value of r; is updated in

step 18.

3.7 Approximate Search (ProMiSH-A)

We first discuss ProMiSH-A which is more space and time efficient than
ProMiSH-E. Then we show using a statistical model that ProMiSH-A retrieves
results within a small approximation ratio of the true results with a high proba-

bility.
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Algorithm 6 findCandidates

In: ¢: query size; SL: list of groups

In: AL: adjacency list of distances between points
In: PQ: priority queue of top-k results

In: Idz: group index in SL

In: curSet: an intermediate tuple

In: curSetr: an intermediate tuple’s diameter
1. if Idz < q then

2:  for all o € SL[Idz] do

3: if AL[curSet[Idz-1], o] < rj then

4: newCurSetr < curSetr

5: for all o’ € curSet do

6: dist — ALlo, o]

7 if dist < rp then

8: flag « true

9: if newCurSetr < dist then
10: newCurSetr «— dist

11: end if

12: else

13: flag «— false; break;

14: end if

15: end for

16: if flag = true then

17: newCurSet «— curSet.append(o)
18: ri < findCandidates(q, AL, PQ, Idx+1, SL, newCurSet, newCurSetr, ry,)
19: else

20: Continue;

21: end if

22: end if

23: end for

24: return ry,

25: else

26:  if checkDuplicateAnswers(curSet, PQ)) = true then
27: return rg

28: else

29: if curSetr < PQIk].r then

30: PQ.Insert([curSet, curSetr])

31: return PQ[k].r

32: end if

33:  end if

34: end if

The index structure and the search method of ProMiSH-A are variations of

ProMiSH-E, therefore we describe only the differences. The index structure of
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ProMiSH-A differs from ProMiSH-E only in the way the line of projected values
of points on a unit random vector is split. ProMiSH-A splits the line into non-
overlapping bins of equal width, unlike ProMiSH-E which splits the line into
overlapping bins. Therefore, each data point o gets one hash key from a unit
random vector z in ProMiSH-A. A signature sig(o0) is created for each point o
by the concatenation of its hash keys obtained from each of the m unit random
vectors. Each point is hashed using its signature sig(o) into a hashtable at a given
scale.

The search technique of ProMiSH-A differs from ProMiSH-E in the initializa-
tion of priority queue P@Q and the termination condition. ProMiSH-A starts with
an empty priority queue PQ), unlike ProMiSH-E whose priority queue is initialized
with k entries. ProMiSH-A checks for a termination condition after fully exploring
a hashtable at a given scale. It terminates if it has k& entries in its priority queue
PQ@). Since each point is hashed only once into a hashtable of ProMiSH-A, it does
not perform a subset duplicate check or a result duplicate check.

Approximation ratio: An approximation ratio p > 1 is defined as the ra-
tio of the diameter of the result reported by ProMiSH-A r to the diameter of

r

the true result r*, i.e., p==. Next we describe a model to obtain probabilistic

approximation ratio bound for ProMiSH-A.
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Let D be a d-dimensional dataset and Q={vg1,---,vg,} be an NKS query.
The total number of candidates N, of query @ having diameter r is given by
Equation 3.4. We project all the points in dataset D, which contain at least one
query keyword vg, onto a unit random vector z. We split the line of projected
values into non-overlapping bins of equal width w. Let Pr(A|r) be the conditional
probability for random unit vectors that a candidate A of query ) having diam-
eter r is fully contained within a bin. For m independent unit random vectors,
the joint probability that a candidate A is contained in a bin in each of the m
vectors is Pr(A|r)™. A hashtable of ProMiSH-A is created using m unit random
vectors. Therefore, the probability that no candidate of diameter r is retrieved by
ProMiSH-A from the hashtable is (1— Pr(A|r)™)". Let the diameter of the top-1
result of query @ be r*. Then the probability P(r') that at least one candidate of

any diameter r, where r* < r <7/, is retrieved by ProMiSH-A is given by

T/

P(r)y=1- ] (= Pr(Ajr)™™. (3.7)

r=r*

For a given constant A, where 0 < A < 1, we can compute the smallest value
of ' from Equation 3.7 such that A < P(r’). The value p*::—; gives an upper
bound on the approximation ratio of the results returned by ProMiSH-A with the
probability A. We empirically computed p* for queries of size ¢=3 for different
values of A using this model. We used a 32-dimensional real dataset having 1

million points described in Section 3.9 for our study. For a set of randomly chosen
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queries of size 3, we computed the values of N, and Pr(A|r)?. We used projections
on 1 million random vectors and a bin-width of w=100 for computing Pr(A|r).
We obtained the approximation ratio bound of p*=1.4 and p*=1.5 for A=0.8 and

A=0.95 respectively.

3.8 Cost Analysis of ProMiSH

In this section, we discuss the time and the space cost of ProMiSH. We use the
following settings for the cost analysis. Let D be a dataset having N d-dimensional
points each of which is tagged with ¢ keywords. Let the space cost of a point’s
identifier, a dimension of a point, and a keyword be E bytes individually. Let U
be the number of unique keywords in D. Let Q={vg1, - ,vg,} be an NKS query
of size q. We assume that the data points are uniformly distributed across all the
keywords. Therefore, the total number of the data points tagged with a keyword
v 18

t

N() = N x ()

Time cost: Let the index structure of ProMiSH-E be comprised of HZ structures
at L scale levels where the value of L is obtained by Equation 3.6. Let H, be
the hashtable at scale s. We assume without any loss of generality that the

hashtable H; is created using m=1 unit random vector. Let pSpan be the span
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of the projected values of the data points on the unit random vector. We assume
that the data points tagged with a keyword v are uniformly distributed on the
line of projected values. ProMiSH-E divides the the line of projected values into
overlapping bins to compute the hash keys of the points using a bin-width of
w=wy2°. Therefore, the number of the data points having keyword v lying in a

bucket b of H, is

N(vb) = N(v)*w/pSpan

— N(v)/2-

We first compute the cost of search in a bucket b of H,. The cost of pairwise inner
joins for a query @ of size q for d-dimensional data points is (N (vb) x ¢)* x d/2.
Nested loop enumerates the candidates by looking up the pre-computed distances
between the points from the adjacency list. Therefore, the worst case cost of the
nested loop is N(vb)?. The total cost of search in a bucket b of the hashtable H,
is
T(bs) = ((N(vb) x q)* x d/2) + N (vb)?

The total number of buckets in H, of ProMiSH-E is 2551, Therefore, the cost
of search in H, is

T(H,) = 2875t x T'(bs)
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ProMiSH-A divides the line of projected values into non-overlapping bins. The
total number of buckets in H, of ProMiSH-A is 2275, The cost of search in the

hashtable H, of ProMiSH-A is

T(H,) = 2575 x T(bs)

We show the query time of ProMiSH for NKS queries on multiple real and syn-
thetic datasets in Section 3.9.

Space cost: The index structure of ProMiSH consists of the keyword-point
inverted index Zy, and L pairs of hashtable ‘H and keyword-bucket inverted index
Tinp- The space cost of Zy, is S(Zy,) =(N x E x t) bytes. For ProMiSH-E, each
point is hashed into a hashtable H using 2™ signatures, therefore a hashtable takes
Sg(H) =(2™ x N x E) bytes. For ProMiSH-A, each point is hashed using only
one signature, therefore a hashtable takes Sa(H) =(N x FE) bytes. The space
cost of a Zyp, inverted index is S(Zypy) = (U X M X logaM/8) bytes, where M
is the number of buckets in hashtable H. The total space cost of the index of
ProMiSH-E is S(Zy,) + Sg(H) + S(Zxns). The total space cost of the index of
ProMiSH-A is S(Zy,) + Sa(H) + S(Zgns). We show the ratio of the index space of

ProMiSH to the dataset space in Section 3.9.4.
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3.9 Empirical Evaluations

We empirically evaluated the performance of ProMiSH-E and ProMiSH-A on
synthetic and real datasets. We used recently introduced Virtual bR*-Tree [137]
as a reference method for comparison. We briefly described Virtual bR*-Tree
in Section 3.2. Virtual bR*Tree was proposed as an improvement over bR*-
Tree [135]. We first introduce the datasets and the metrics used for measuring
the performance of the algorithms. Then we discuss the quality results of the
algorithms on real datasets. Next we describe comparative results of ProMiSH-E,
ProMiSH-A, and Virtual bR*-Tree on both synthetic and real datasets. We also

report scalability test results of ProMiSH on both synthetic and real datasets.

Finally, we present a comparison of the space usage of all the algorithms.

Id | Dataset Size (N) | Dictionary Size U | Average ¢
1 10,000 5,661 12
2 30,000 6,753 13
3 50,000 7,101 13
4 70,000 7,902 14
5 1 Million 24,874 11

Table 3.3: Description of real datasets of five different sizes.

Datasets: We used both synthetic and real datasets for experiments. Syn-
thetic data was randomly generated. Each component of a d-dimensional synthetic
point was chosen uniformly from [0-10,000]. Each synthetic point was randomly

tagged with ¢ keywords. A dataset is characterized by its (1) size, N; (2) dimen-
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sionality, d; (3) dictionary size, U; and (4) the number of keywords associated with
each point, t. We created various synthetic datasets by varying these parameters
for our empirical studies.

Our NKS query extends the functionality of the existing keyword-based image
search engines as discussed in Section 3.1. An extended search engine returns a
group of similar images which contains all the user provided keywords as a result.
Based on this application, we used images having descriptive tags as real datasets.
We downloaded images with their textual keywords from Flickr®. We transformed
each image into grayscale. We created a d-dimensional dataset by extracting a
d-dimensional color histogram from each image. Fach data point was tagged
with the keywords of its corresponding image. We describe real datasets of five
different sizes used in our empirical studies in Table 3.3. The largest real dataset
had 24, 874 unique keywords and each point in it was tagged with 11 keywords. A
query for a dataset was created by randomly picking a set of keywords from the
dictionary of the dataset. A query is parameterized by its size q.

Performance metrics: We measured the performance of the algorithms by
their approzimation ratio, query time, and space usage. These metrics help us
evaluate the quality of results (accuracy), the efficiency, and the scalability of the

search algorithms.

3http://www.flickr.com/
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We measured the quality of results of an algorithm by its approximation ra-
tio [49, 122]. For 1 < i < k, if r; is the ith diameter in top-k results retrieved
by an algorithm for a query ) and r} is the true ith diameter, then the approx-
imation ratio of the algorithm for top-k search is given by p(Q) = (31, :T)/k
The smaller the value of p(Q), the better is the quality of the results returned by
the algorithm. The least value of p(@) is 1. We report the average approzimation
ratio (AAR) for a query of a given size, which is the mean of the approximation
ratios of 50 queries.

We validated the time efficiency of the algorithms by measuring their query
time. The index structure and the dataset for each method reside in memory.
Therefore, the query time measured as the elapsed CPU time between the start
and the completion of a query gives a fair comparison between the methods. A
query was executed multiple times and the average execution time was taken as
its query time. Finally, we report the query time for a query size g as an average
of 50 different queries. The query time of a search algorithm mainly depends on
the dataset size N, the dataset dimension d, and the query size q. Therefore,
we validated the scalability of the algorithms by computing their query time for
varying values of N, d, and q. We verified the space efficiency of an algorithm
by computing the ratio of its index memory footprint to the dataset memory

footprint.
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Methods implementation: We implemented all the methods in Java. For
Virtual bR*-Tree, we fixed the leaf node size to 1,000 entries and other nodes’
sizes to 100 entries. Virtual bR*-Tree finds only the smallest subset, therefore
we used k=1 for ProMiSH for a fair comparison. We used the value of m=2 and
L=5 to create the index structure of ProMiSH-E and ProMiSH-A. For a dataset,
if pMazx is the maximum span of projected values of data points on any unit

random vector, then a value of wo:p];[Lax was used as the initial bin-width.

All the experiments were performed on a machine having Quad-Core Intel
Xeon CPU@2.00GHz, 4,096 KB cache, and 98 GB main memory and running

64-bit Linux version 2.6.

3.9.1 Quality Test

We validated the result quality of ProMiSH-E, ProMiSH-A and Virtual bR*-
Tree by their average approximation ratio (AAR). ProMiSH-E and Virtual bR*-
Tree perform an exact search. Therefore, they always retrieve the true top-k
results, and have AAR of 1. We used the results returned by them as the ground
truth. Figure 3.7 shows AAR computed over top-5 results retrieved by ProMiSH-
A for varying query sizes on two 32-dimensional real datasets. We observe from

Figure 3.7 that AAR of ProMiSH-A is always less than 1.5. This low AAR allows
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ProMiSH-A to return practically useful results with a very efficient time and space

complexity:.
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Figure 3.7: Average approximation ratio of ProMiSH-A for varying query sizes
on 32-dimensional real datasets of various sizes.

3.9.2 Efficiency on Synthetic Datasets

We performed experiments on multiple synthetic datasets to verify the effi-
ciency and the scalability of ProMiSH. We first discuss the comparison of query
times of Virtual bR*-Tree, ProMiSH-A, and ProMiSH-E for varying dataset di-
mensions d, dataset sizes N, and query sizes q. We found that ProMiSH performs
at least four orders of magnitude better than Virtual bR*-Tree. We also show
results of the scalability tests of ProMiSH for varying values of N, d, ¢, and the

result size k. Our scalability results reveal a linear performance of ProMiSH with
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N, d, q, and k. All the query times were measured in milliseconds (ms) and are

shown in log scale in all the figures.
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Figure 3.8: Query time comparison of algorithms for retrieving top-1 results
for queries of size g=5 on synthetic datasets of varying dimensions d. Values of
N=100,000, t=1, and U=1,000 were used for each dataset.

The query times of ProMiSH-E, ProMiSH-A, and Virtual bR*-Tree for re-
trieving top-1 results for queries of size 5 on datasets of varying dimensions d are
shown in Figure 3.8. We used a dataset of 100,000 points where each point was
tagged with t=1 keyword using a dictionary of size U=1,000. For the dataset
of dimension 25, ProMiSH-A completed in 1.8 ms and ProMiSH-E took only 4.2
ms. Conversely, results for Virtual bR*-Tree could not be obtained since it ran for
more than 5 hours. We observed that ProMiSH not only significantly outperforms
Virtual bR*-Tree on datasets of all dimensions but the difference in performance

also grows to more than five orders with an increase in the dataset dimension.
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Query time comparison of algorithms for retrieving top-1 results

for queries of size ¢=5 on 25-dimensional synthetic datasets of varying sizes N.
Values of t=1 and U=1,000 were used for each dataset.
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Figure 3.10: Query time comparison of algorithms for retrieving top-1 results
for queries of varying sizes g on a 10-dimensional synthetic dataset having 100,000
points. Values of t=1 and U=1,000 were used for the dataset.

We show the query times of all the three algorithms on 25-dimensional datasets

of varying sizes N for retrieving top-1 results for queries of size 5 in Figure 3.9.

Each dataset used a dictionary of size U=1,000 and t=1 keyword per point. The

query time of Virtual bR*-Tree could not be obtained for the dataset of size
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N=100,000 as it failed to finish even after 5 hours of execution. We report the
query times of all the three algorithms for retrieving top-1 results for queries
of varying sizes ¢ on a 10-dimensional synthetic dataset of size N=100,000 in
Figure 3.10. Each data point was tagged with =1 keyword using a dictionary
of size U=1,000. For a query of size 5, ProMiSH-A had a query time of 1.7
ms, ProMiSH-E had a query time of 4.2 ms, and Virtual bR*-Tree had a query
time of 305 seconds. We again observed that ProMiSH not only significantly
outperforms Virtual bR*Tree but the difference in performance grows to five
orders of magnitude with an increase in the dataset size and the query size.

All the above results show that ProMiSH has a linear increase in its query
time with a linear increase in the dataset size N, the dataset dimension d. and
the query size ¢. In contrast, Virtual bR*-Tree fails to scale with ¢, d, and N.
These results confirm that the pruning criteria of Virtual bR*-Tree, as discussed in
Section 3.2, becomes ineffective with an increase in the dimension of the dataset.
This leads to an exponential generation of potential candidates and large query
times.

Next we present scalability results of ProMiSH-E and ProMiSH-A on large
synthetic datasets of varying dimensions for large query sizes and varying result
sizes. Each dataset used a dictionary of size U=200. A point in each dataset was

tagged with t=1 keyword. Figure 3.11 shows the query times of both algorithms
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Figure 3.11: Query time analysis of ProMiSH algorithms for retrieving top-
1 results for queries of varying sizes ¢ on 25-dimensional synthetic datasets of
varying sizes N. Values of t=1 and U=200 were used for each dataset.

for retrieving top-1 results for queries of varying sizes g on 25-dimensional datasets
of varying sizes N. ProMiSH-E had a query time of 29 seconds and ProMiSH-A
had a query time of 6 seconds for queries of size 9 on a dataset of 10 million points.
We observed that ProMiSH-A is an order of magnitude faster than ProMiSH-E
for queries of all sizes. We see from Figure 3.11 that ProMiSH scales linearly with
the query size and the dataset size.

Figure 3.12 shows the query times of ProMiSH-E and ProMiSH-A for retrieving
top-1 results for queries of varying sizes on 3 million size datasets of varying
dimensions. ProMiSH-E had a query time of 4.7 seconds and ProMiSH-A had a
query time of 0.3 seconds for queries of size ¢=9 on a 100-dimensional dataset
having N=3 million points. ProMiSH-A is an order of magnitude faster than

ProMiSH-E on datasets of all dimensions. We observed that both algorithms scale
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Figure 3.12: Query time analysis of ProMiSH algorithms for retrieving top-1 re-
sults for queries of varying sizes ¢ on large synthetic datasets of varying dimensions
d. Values of N=3 million, t=1, and U=200 were used for each dataset.
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Figure 3.13: Query time analysis of ProMiSH algorithms for retrieving top-£
results for queries of sizes 3 and 6 on a 50-dimensional synthetic dataset of size
N=3 million. Values of t=1 and U=200 were used for the dataset.
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linearly with dimension d of the dataset. Figure 3.13 shows the query times for
retrieving top-k results for queries of varying sizes ¢ on a 50-dimensional dataset
having 3 million points. It reveals a linear performance of both algorithms for
increasing k. ProMiSH-A is an order of magnitude better than ProMiSH-E for
any result size k. All these tests show that the query time of ProMiSH scales
linearly with the dataset size, the dataset dimension, the query size, and the

result size.

3.9.3 [Efficiency on Real Datasets

We evaluated the efficiency and the scalability of ProMiSH on multiple real
datasets. We first discuss query time comparisons of alternative algorithms for
varying dataset dimensions d, query sizes ¢, and dataset sizes N. We observed
that ProMiSH is at least four orders of magnitude better than Virtual bR*-Tree.
We also discuss scalability tests of ProMiSH-E and ProMiSH-A for varying values
of ¢, d, and the result size k. These scalability results on a dataset of size 1 million
reveal a linear query time performance of ProMiSH with ¢, d. and k. All the query
times were measured in milliseconds (ms) and are shown in log scale in all the
figures.

We show the query times of all the three algorithms on N=50,000 size real

datasets of varying dimensions d for retrieving top-1 results for queries of size g=4
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Figure 3.14: Query time comparison of algorithms for retrieving top-1 results for
queries of size g=4 on real datasets of varying dimensions d and size N=50,000.
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Figure 3.15: Query time comparison of algorithms for retrieving top-1 results
for queries of varying sizes ¢ on a 16-dimensional real dataset of size N=70,000.

in Figure 3.14. ProMiSH-A had a query time of 3 ms, ProMiSH-E had a query
time of 55 ms, and Virtual bR*-Tree had a query time of 210 seconds for 32-
dimensional dataset. The comparison of query times for retrieving top-1 results

for queries of varying sizes ¢ on a 16-dimensional real dataset of size N=70,000

is shown in Figure 3.15. ProMiSH-A had a query time of 5 ms, ProMiSH-E had

116



Chapter 3. Querying Patterns by Keywords in Multi-Dimensional Datasets

= 1000000 A
£ 100000 -
Q
.E 10000 1 “-ProMiSH-E
> 1000 - «\/irtual bR*-Tree
g 100 - “=ProMiSH-A
g
) 10 -
§ B —
1 — 1 T T 1

10 30 50 70

Dataset Size (Thousands)

Figure 3.16: Query time comparison of algorithms for retrieving top-1 results
for queries of size g=4 on 16-dimensional real datasets of varying sizes N.

a query time of 54 ms, and Virtual bR*-Tree had a query time of 13,352 seconds
for queries of size ¢=5. The comparison of query times on 16-dimensional real
datasets of varying sizes N for retrieving top-1 results for queries of size g=4 is
shown in Figure 3.16. ProMiSH-A had a query time of 3 ms, ProMiSH-E had a
query time of 49 ms, and Virtual bR*-Tree had a query time of 608 seconds for a
dataset of size N=70,000.

The above results show that ProMiSH significantly outperforms state-of-the-
art Virtual bR*-Tree on real datasets of all dimensions and sizes and on queries of
all sizes. ProMiSH-E is five orders of magnitude faster than Virtual bR*-Tree for
queries of size g=5 on a 16-dimensional real dataset of size 70,000. ProMISH-E is
also at least four orders of magnitude faster than Virtual bR*-Tree for a queries
of size g=4 on a 32-dimensional real dataset of size 50,000. ProMiSH-A always

has an order of magnitude better performance than ProMiSH-E. Similar to the
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observations on synthetic datasets, we find that the difference in query time of
ProMiSH and Virtual bR*-Tree grows to multiple orders of magnitude with an
increase in the dataset size N, the dataset dimension d, and the query size q.
In addition, the query time performance of ProMiSH-A and ProMiSH-E is linear
with the dataset size, the dataset dimension, and the query size, unlike Virtual
bR*-Tree whose performance deteriorates sharply. This again confirms that the
pruning criteria of Virtual bR*-Tree is ineffective for high dimensional datasets.
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Figure 3.17: Query time analysis of ProMiSH algorithms for retrieving top-1
results for queries of varying sizes ¢ on real datasets of varying dimensions and
size N=1 million.

We performed stress tests of ProMiSH on real datasets having 1 million points
of dimensions 32 and 64. Figure 3.17 shows the query times of ProMiSH-A and

ProMiSH-E for varying query sizes. ProMiSH-A had a query time of 58 ms and

ProMiSH-E had a query time of 1,592 ms for queries of size ¢=8 on 64-dimensional
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Figure 3.18: Query time analysis of ProMiSH algorithms for retrieving top-k
results for queries of size g=4 on real datasets of varying dimensions and size
N=1 million.

real datasets. Figure 3.18 shows the query times of ProMiSH for retrieving top-
k results for queries of size g=4. ProMiSH-A had a query time of 18 ms and
ProMiSH-E had a query time of 1,084 ms for top-5 results on 64-dimensional
datasets. Figures 3.17 and 3.18 verify that the query time of ProMiSH increases
linearly with d, ¢, and k.
Our evaluations on large real datasets of high dimensions establish that ProMiSH

scales linearly with the dataset size, the dataset dimension, the query size, and
the result size. ProMiSH also yields practical query times on large datasets of

high dimensions, and is therefore useful for answering real time queries.
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3.9.4 Space Efficiency

We evaluated the space efficiency of ProMiSH by computing the memory foot-
print of its index. For ProMiSH-E and ProMiSH-A, we used the space cost formu-
lation from Section 3.8. Here, we first describe the space cost of Virtual-bR* Tree
in terms of the dataset and the index parameters. Then we give the ratio of the
index space to the dataset space for all the three algorithms for varying dataset
parameters. Let the space cost of a point’s identifier, a dimension of a point. and
a keyword be E bytes individually. Let D be a dataset having N d-dimensional
points each of which is tagged with ¢ keywords. Let U be the number of unique
keywords in D. The dataset has a space cost of S(D)=((d+t)x N x E) bytes.

The index structure of Virtual bR*-Tree comprises of a R*-Tree, an inverted
index, and a query specific bR*-Tree. Let the number of children per node in
R*-Tree be z. Let the total number of nodes in R*-Tree be Ng. The space cost
of R*-Tree is ((2 x d + x) x £ x Ng) bytes. The inverted index stores a point’s
identifier and its path from the root node in R*-Tree. Therefore, the space cost
of the inverted index is ((log:N + 1) x t x E' x N) bytes. For a query of size g,
the space cost of bR*-Tree is (2 X dX F+2Xxdx Ex g+ x x E+U/8) x Ng)
bytes.

We investigated the ratio of the index space to the dataset space for all the

three algorithms using their space cost formulation. We used the following values
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of the parameters: E=4 bytes, m=2, M=10,000, L=>5, =100, ¢=5, and t=1. We
show the ratios for varying values of d, N, and U in Table 3.4 for ProMiSH-E,
Table 3.5 for ProMiSH-A, and Table 3.6 for Virtual bR*-Tree. For datasets of low
dimensions, e.g., d=8, we observe that ProMiSH-E has the highest ratios, whereas
ProMiSH-A has the lowest ratios. For datasets of high dimensions, e.g., d=128, we
observe that ProMiSH-E and Virtual bR*-Tree have comparable ratios, whereas
ProMiSH-A again has the lowest ratios.

The index space of ProMiSH is independent of the dimension of the dataset,
whereas the dataset space grows linearly with the dimension. Therefore, the space
ratio of ProMiSH decreases with dimension. The index space of Virtual bR*-Tree
also grows with dimension. Therefore, ProMiSH has a lower space ratio than

Virtual bR*-Tree for a high dimensional dataset.

N=10 million N=100 million
d | U=100 | U=1,000 | U=100 | U=1,000
8 2.8 3.0 2.8 2.8
16 1.4 1.6 1.5 1.5
32 0.7 0.8 0.8 0.8
64 0.4 0.4 0.4 0.4
128 0.2 0.2 0.2 0.2

Table 3.4: Ratio of the index space to the dataset space for ProMiSH-E for
varying N, d, and U.
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N=10 million N=100 million
d | U=100 | U=1,000 | U=100 | U=1.000
8 0.7 0.9 0.7 0.7
16 0.4 0.5 0.4 0.4
32 0.2 0.2 0.2 0.2
64 0.09 0.1 0.09 0.09
128 0.05 0.06 0.05 0.05

Table 3.5: Ratio of the index space to the dataset space for ProMiSH-A for
varying N, d, and U.

N=10 million N=100 million
d | U=100 | U=1,000 | U=100 | U=1,000
8 0.9 0.9 0.9 0.9
16 0.5 0.5 0.6 0.6
32 0.3 0.3 0.4 0.4
64 0.2 0.2 0.3 0.3
128 0.2 0.2 0.2 0.2

Table 3.6: Ratio of the index space to the dataset space for Virtual bR*-Tree
for varying N, d, and U.

3.10 Conclusions

In this chapter, we proposed solutions for the problem of top-£ nearest keyword
set search in multi-dimensional datasets. We developed an exact (ProMiSH-E) and
an approximate (ProMiSH-A) methods using hashtables and inverted indices. We
also proposed an efficient solution to find results from a subset of data points. Our
empirical results show that ProMiSH is faster than state-of-the-art tree-based
technique, having performance improvements of multiple orders of magnitude.

These performance gains are further emphasized as dataset size and dimension are

122



Chapter 3. Querying Patterns by Keywords in Multi-Dimensional Datasets

increased, as well as for large query sizes. ProMiSH-A has the fastest query time
among all the compared algorithms. We empirically observed a linear scalability
of ProMiSH with the dataset size, the dataset dimension, the query size, and the
result size. We also observed that ProMiSH yield practical query times on large

datasets of high dimensions for queries of large sizes.
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Chapter 4

Querying Spatial Patterns

Spatial data are common in many scientific and commercial domains such as
geographical information systems and gene/protein expression profiles. Querying
for distribution patterns on such data can discover underlying spatial relationships
and suggest avenues for further scientific exploration. In this chapter, we study
querying spatial patterns by example. Given a spatial pattern, the task here is to
retrieve similar patterns from the dataset.

Supporting spatial pattern retrieval requires not only the formulation of an
appropriate scoring function for defining relevant connected subregions, but also
the design of new access methods that can scale to large databases. In this chapter,
we propose a solution to this problem of querying significant subregions on spatial
data provided as raster images. We design a scoring scheme to measure the
similarity of subregions. All the raster images are tiled and each alignment of

the query and a database image produces a tile score matrix. We show that
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the problem of finding the best connected subregion from this matrix is NP-
hard and develop a dynamic programming heuristic. With this heuristic, we
develop two index-based scalable search strategies, TARS and SPARS, to query
patterns in large data repositories. Experimental results on real image datasets
show that TARS offers an 87% improvement for small queries, and SPARS a
52% improvement for large queries in running time, as compared to linear search.

Qualitative tests on real datasets achieve precision of more than 80%.

4.1 Motivation

Spatial data arise in various domains such as geographical information systems,
biology, environmental management, and 1C fabrication. Often, the distribution
of a spatial attribute of interest (e.g., population density, contamination rate,
vegetation growth, protein expression, etc.) is captured using a raster image [906,
112, 108]. Such an example is shown in Figure 4.1 which displays the population
density map of Afghanistan!. The color of each pixel is associated with a particular
value of the population density. In biological and medical images, pixel intensity
represents the distribution of tissues, gene, or proteins. Figure 4.2 shows the
fluorescent microscopy image of a cross section of a feline retina [43]. The intensity

of a pixel reveals the distribution of peanut-agglutinin, a lectin found in the retina.

thttp:/ /sedac.ciesin.columbia.edu/gpw/
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Figure 4.1: Population density map of Afghanistan.

Ever since John Snow’s analysis of cholera outbreaks that resulted in finding
a contaminated water pump in London in 1854 [125], the analysis of spatial data
distributions has been a popular avenue of scientific inquiry. Revelation of similar-
ity in demographic patterns helps us correlate and understand various geographic
factors affecting population growth. Similarity in vegetation pattern discovered
by querying aerial images can help relate climate cycle and land formation at
various places on Farth. In retinal images, the similarity in spatial patterns may

offer new insights into biological processes.
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Figure 4.2: Example of a biologically interesting spatial pattern (best viewed
in color). The marked pattern highlights a fold of the retinal tissue labeled with
peanut-agglutinin conjugated to a fluorescent probe. Yellow dots are the point of
interests detected using affine covariant region technique [93] of computing local
descriptor.

In this chapter, we propose to search for a specified pattern in a database
of spatial distributions represented as raster images. A query pattern can be
described either by specifying a local distribution or by marking a rectangular
region of interest on a given image as shown in Figure 4.2. The database may
consist of population density maps, biological images, remote sensing images, or
raster images of any other domain. The task is to find sub-regions of images in
the database that are similar to the specified query pattern and are meaningful.

Our problem statement is close to sub-image search for natural images [106].
The methods developed in this domain use local descriptors [94] that are computed
around few key points of interest as shown by yellow circles in Figure 4.2. These

descriptors are obtained from a small number of neighborhood pixels around de-
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tected points of interest and are designed to provide robustness for photometric,
scale, viewpoint and affine changes for natural image matching. State-of-the-
art SIFT descriptors [86] are histograms of the gradients of the sampled points
around the key point. Sampled points are divided into 4 x4 grids. Gradients of the
sampled points in each grid are summarized using 8 bin orientation histograms.
Histograms of all the grids are concatenated to yield a SIF'T descriptor of size 128
for the key point. Local descriptors till now have had only limited success (around
66% precision [106]) because of the difficulty of coping with all the image varia-
tions. Raster images do not have challenges of photometric, viewpoint and affine
changes. For spatial distributions in raster images, the resolution is known, and
this permits easy normalization. Points of interest in natural images are computed
using pixel intensity gradient and, therefore, may be absent in a large portion of
an image as seen in Figure 4.2 making it impossible to carry out sub-image search
for those regions. These points are also less than sufficient to summarize all the
useful information in an image. Instead of just focusing on key points as for nat-
ural images, a solution to the proposed problem needs to capture the information
over the entire useful part of an image (foreground), e.g., summarize each pixel
representing population density in Figure 4.1 using a histogram.

Our method tiles the query image and database images into atomic units.

Then, a domain-based scoring function is used to score an alignment of two atomic
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units. Finally, the score is aggregated over a connected region to find the best
match. The idea of a match is illustrated in Figure 4.3. A query is aligned
with each image in the database under all possible translations. Each alignment
generates a matrix of scores, both positive and negative, between corresponding
tiles. Positive scores denote foreground matches while a negative score means
that a background tile of the query is matched to a database tile. A connected
subregion over the matrix identifies a meaningful matching subregion. Scores
over all possible connected subregions can be used to define answers to range and
nearest-neighbor queries. The generality of the solution and the identification of

best connected subregions are the unique aspects of our design.

Tiled query 4x4
Overlap: 4+ 1+ 1
t } 71615 ‘ 7 ‘ 615
P — | 4| =5] 1| — -1
) -1 2|3 213
Score matrix from Subregion obtained by
pairwise scores of dynamic programming
Tiled database image overlapping tiles

Figure 4.3: A 4 x 4 query is overlapped with a database map. For each tile
in the 3 x 3 overlapped region, a score for the match is computed. Dynamic
programming is run on the score matrix to obtain the maximal scoring connected
subregion.

Once we adopt the score and subregion based idea for retrieval of high-quality
answers, the next challenge is one of scalability. How to identify the best subre-

gions over millions of alignments? Clearly, a region-by-region search design will
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not work. So, how to develop access methods and index structures that can find
the best subregions without examining all of them? Our solution to the scalabil-
ity problem is two-fold: (i) development of an index structure that works with
our definition of score, and (ii) design of two new algorithms that use the index
structure to find the best subregions in an efficient manner.

The idea of finding the best connected subregion in a matrix that maximizes
the sum of piecemeal scores is itself of theoretical and practical interest. We
show that this problem is NP-hard. This necessitates appropriate heuristics that
examine not all but a subset of connected subregions. We develop a dynamic
programming based solution and characterize the class of subregions that is ex-
amined by this heuristic. Our access methods are unaffected by how the best
connected subregions in an alignment are identified; they work correctly with any
such heuristic.

In a nutshell, our contributions in this chapter are as follows:

e We develop a score-based framework for identifying the best connected sub-

regions for a given query region with tile-based decomposition (Section 4.3).

e We develop index structure based access methods to query the best matching
subregions efficiently. The first method, TARS, is instance optimal but

traverses the index multiple times and, therefore, performs better for small
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queries. The second method, SPARS, makes a single pass through the index

and is suited for large queries (Section 4.4).

e We study the computational complexity of finding the highest scoring subre-
gion. We show that this problem is NP-hard by reduction from the Thumb-
nail Rectilinear Steiner Tree problem [45]. We develop an efficient dynamic
programming heuristic and characterize the class of subregions explored by

this heuristic (Section 4.3).

e We empirically show scalability (Section 4.5) and quality (Section 4.5.4) of

our methods on two real datasets.

4.2 Related Work

Query by example for images, called Content-Based Image Retrieval (CBIR),
has been extensively studied. Region-Based Image Retrieval (RBIR) systems
extend CBIR by making the search sensitive to different regions of an image. A
survey on the recent methods of CBIR and RBIR can be found in [32]. Most
of the RBIR systems use automatic or manual region segmentation in order to
characterize regions and then compute a one-to-one or many-to-one mapping to
match query regions to those in the database [7, 21, 98, 126, 127]. Weakness of the

segmentation based methods lies is their incapability to handle region queries that
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partially extend across various segments or regions of an image. Malki et al. [88]
avoided segmentation by using a multi-resolution quadtree [41] to organize images.
Their method had no constraint of connected pattern and had equal weight for
foreground and background. Sub-image retrieval using local descriptors [94] has
been addressed recently for natural images [70, 106] but cannot be extended for
querying patterns in raster images as discussed in Section 4.1.

Tiling is the most common way of storing raster data [124] in spatial DBMS.
Image tiling at varying scales was used by Svetlana et al. [77] for recognizing
natural scene categories using full image matching. Tiles were also used by [14]
to partition images into clusters in the color space.

Methods for querying similar images based on full image matching has also
been developed for aerial [89, 115] and biomedical [105, 35] images separately.
Baumann et al. [8] proposed a web-enabled service over a multidimensional DBMS,
used as storage, for interactive navigation and SQL based querying on raster
images. Their system does not support pattern querying. Vinhas et al. [124] also
proposed DBMS system for handling raster image in spatial databases. OLAP
techniques were exploited by [50] to speed up aggregate query processing in raster
image databases. New geo-raster operations with array algebra is proposed in [51].
Zhang et al. [138] developed index structure for spatio-temporal aggregation over

streaming raster images for a given query region. They first split the images
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into tiles and then computed aggregate for each tiles. Gertz et al. [47] proposed
a data and query model by extending Image Algebra to formulate and answer
queries over geospatial image data. Pajarola et al. [100] provides a compression
technique for large raster images and designs methods to support spatial range
queries directly over compressed images. Hadjieleftheriou et al. [53] address the
problem of querying a user defined movement patterns in space and time from a
large collection of spatiotemporal trajectories. Yankov et al. [132] develop best-
match searching algorithm for two-dimensional shapes.

Our work is the first to support pattern querying on geographic maps like
demography, pollution, etc. The technique is generic enough to be extended to
raster images of other domains like biology, medicine, etc. It differs from image
retrieval techniques by supporting pattern querying without image segmentation
into regions or objects, developing score based similarity measure, finding the
best connected match, and discriminating between foreground and background to

discover meaningful patterns.

4.3 Sub-Region Similarity

In this section, we discuss feature extraction from images, define similarity

measure between a pair of image tiles, and then extend the idea of similarity
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between tiles to regions. Then, we show that the computation of the optimal score
between two sub-regions is NP-hard. Finally, we develop a dynamic programming
heuristic to compute a good alignment.

Each raster image in the database is split into tiles [124]. All the pixel values
in a tile is summarized as a histogram. Dimension of the histogram equals the
number of discrete levels of pixel values which is later reduced by a dimensionality
reduction technique (PCA [104]) for efficiency. Finally, our database DB consists
of the feature vectors of these tiles. We also tile the query image ) and obtain
feature vectors similar to a database image tile. We search for similar regions for
a given query image in a feature vector space. We use L; norm as the measure of
distance between a pair of histograms. Raster images can be of varying resolution
or scale. In this chapter, we assume that a given database consists of raster images
of the same scale. If the images are of varying resolution, they can be preprocessed

and normalized to the same resolution as scale is known.

4.3.1 Scoring Function

We measure similarity between a pair of tiles using a scoring function. Our
scoring function is a monotonically decreasing function of the distance between

the feature vectors of a query tile ¢ and an image tile ¢t. Scoring function is defined
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b

Figure 4.4: Scoring a query tile ¢ against a database tile . b denotes the perfect
“background” tile. score(q,t) = s — Ar — c.

score(q.t) = f(q) — g(d(q.t)) — c (4.1)

where f is a function based on domain knowledge, ¢ is a monotonically increasing
function, d is the distance between tiles and ¢ is a constant. The score can be
positive or negative. The intent of the scoring function is to discriminate between
foreground (region of interest) and background. A query tile with little or no
information forms the background and, therefore, should get a negative or low
score no matter how good the match is. A tile with more pattern information is
a part of region of interest (ROT) and should get a high score when matched with
a similar database image tile. The function f(q) measures whether the tile ¢ is in

a ROL.
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4.3.2 Instance of Scoring Function

The scoring function template described in Section 4.3.1 is broadly applicable
to a number of scoring functions. Here, we give a specific instance based on
the idea of log-odds. For this model, we assume that the tile space consists of
two distributions. The first distribution is that of foreground tiles from database
which we call the true distribution. We model this as an exponential distribution?.
For a database tile ¢ and a query tile ¢ (Figure 4.4), if » = d(q,t) = the distance
between the feature values of ¢ and ¢, then we can characterize this distribution

as

P(q|true distribution) = \je™". (4.2)

The second distribution is that of background tiles in the database, which we call
the background distribution. We postulate a perfect background tile b (Figure 4.4)

and an exponential background distribution centered at b. If s = d(q,b) then
P(q|background distribution) = Age™*2°. (4.3)

The score of a query tile ¢ matching a database tile t is given by the log-odds ratio:

P(q|true distribution)

t
score(q, ) P(q|background distribution)

= )\25 — )\17’ + ln()\l/)\g) (44)

2The reasons for choosing this distribution are three-fold: first, data observation, second, its
simplicity, and third, its utility in capturing small variations over related images.
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Since scoring is only used to discriminate between foreground and background
matches and the actual value is not important, the scores can be conveniently
translated and scaled with constants. Denoting A\;/A\y by a constant A, then

scaling by A9, and finally translating the score gives

score(q,t) = s—Ar—c (4.5)

= d(gq,b) — N\d(gq,t) — ¢ (4.6)

where A and ¢ are independent constants. Comparing Eq. (4.6) with Eq. (4.1),
we see that f(q) = d(q,b) and g(d(q,t)) = Ad(q,1).

We name the above scoring function Discriminator Function. We can make
the following observations from Eq. (4.6): (i) When distance to a database tile
is kept invariant, a query tile with less background has a higher score, (ii) For a
particular query tile, a more distant database tile has a lower score. We show the

advantage of this scoring function over simple distance measures in Section 4.3.5.

4.3.3 Score of an Overlapping Region

Once we have a model to measure the similarity between a pair of tiles, we
next consider how to measure similarity between two regions. The alignment or
the overlap of a query image () with a database image produces a score matrix

of pairwise aligned tiles, as depicted in Figure 4.3. The score of the alignment

137



Chapter 4. Querying Spatial Patterns

is defined as the score of a connected subregion that has the maximal possible
cumulative score. We are interested in the alignment of a single pattern and,
hence, the justification for finding a single connected region. The maximal scoring
subregion may include negative scores and may not be rectangular in shape, as
shown in Figure 4.3.

The best match in a database of images is found by considering all possible
alignments, i.e., translations of the query image over each database image. This

is illustrated in Figure 4.5 where three alignments are shown.

Tiled 3x3 Query Image Q
! Overlapping Regions

7% 7/
7

7|\
|

Tiled 6x6 Database Image I 3 l
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N
N

N\
\

,,,,,,,,

Figure 4.5: Overlapping regions found by translation of a query image ) on a
database image [ at 3 alignments.
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4.3.4 NP-Completeness Proof

We next prove that the problem of finding the maximal scoring subregion
in a score matrix is NP-hard. We prove this by showing that the corresponding
decision problem is NP-complete. We first define the “graph” analog of the matrix
problem as follows: Given a graph representation G = (V. E) of a matriz, with
weight w(v) on each vertex v € V corresponding to the entry in the matriz, is
there a connected subgraph of weight > W ¢ We denote this problem by MAXIMAL

WEIGHTED CONNECTED SUBGRAPH or MWCS.

Theorem 1. MAXIMAL WEIGHTED CONNECTED SUBGRAPH (MWCS) is NP-

complete, for a matriz graph of degree at most 4.

Proof. MWCS is in NP since the weight of a connected subgraph can be computed
in polynomial time.

For reduction, we use the RECTILINEAR STEINER TREE (RST) problem that
is known to be NP-complete [46]. The RST problem asks: Given a set of n terminal
points that are embedded in an integer grid in a plane, is there a spanning tree
of total length at most [ such that the vertices of the spanning tree are the input
points of the set and the grid points, where the length of an edge is the I.; distance

between the corresponding vertices?
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There is a special case of the RST problem known as the THUMBNAIL REC-
TILINEAR STEINER TREE (TRST) problem [45]. The TRST problem restricts
the terminal points to an m x m grid. The TRST problem remains NP-complete
even when m is bounded by a polynomial of n [46].

Given an instance of the TRST, we construct an instance of the MWCS as
follows: We first find the bounding box of the points of the TRST, i.e., the m x m
grid. Then, we replace each terminal point by a vertex of weight w > [. At
each grid point that is not already occupied by the n terminal points, we place a
vertex with weight 0. Between a pair of consecutive vertices on the same grid line
(e.g., on the half-grid positions), we place a vertex with weight —1. Fach vertex is
connected to only to its horizontal and vertical neighbors, thus producing a matrix
graph. Figure 4.6 shows an example of the construction. The original points are
shown by double circles. The construction takes time polynomial in m, and hence
polynomial in n, and the graph GG thus constructed is planar with degree at most
4.

We claim that the original TRST on n points has a rectilinear Steiner tree of
length < [ if and only if the MWCS graph has a connected subgraph of weight
>W =nw-—1L.

Only if: Assume that there is a Steiner tree of length at most {. By definition,

it spans all the terminal points and is connected. Note that for a length [ path
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between two points, there are exactly [ vertices of weight —1. The vertices corre-
sponding to the n terminal points have a weight of w each. Therefore, the weight
of this tree is at least n.w — [. Figure 4.6 shows such a Steiner tree in solid lines.

If: Any connected subgraph of weight at least n.w — [ in G must include all
the n vertices of weight w and at most [ vertices of weight —1. There is no way
to connect two vertices of weight > 0 without passing through a vertex of weight
—1. Therefore, the length of this path is at most [, since otherwise, the connected
subgraph would have included more than [ vertices of weight —1. Also, if the
subgraph has the maximal weight, it is a tree, since, if it is not, at least one pair
of vertices has more than one path between them. Removing that path increases
the weight of the tree by the absolute weight of the negatively-weighted vertices in
the path. Therefore, this subgraph defines a Steiner tree for the original n points.

An example of such a subgraph is shown in Figure 4.6 in solid lines. O]

4.3.5 Dynamic Programming Heuristic

Now, we design a dynamic programming (DP) heuristic as an alternative to
examining all possible subregions for finding the maximal score. Assume that the
score in cell C'(4, j) of the score matrix is denoted by s(i, 7). The DP starts from
one of the corner cells of the score matrix. For discussion purposes, assume that it

starts at cell C'(0,0) in Figure 4.7. Next, it proceeds by first moving towards the
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Figure 4.6: Construction from Thumbnail Rectilinear Steiner Tree instance to
Maximal Weighted Connected Subgraph (MWCS) instance. The double lined
vertices are the original terminal points. The solid lines represent the optimal
solution of both the problems.

right (—) and calculates a subregion corresponding to each cell in 0" row. Then
it goes to 1°¢ row 0 cell C'(1,0) by moving in the top (1) direction in the score
matrix (akin to a row-scan order). DP completes this iteration when it reaches
the top-most and right-most cell in the matrix. In Figure 4.7, this cell is C'(2, 2).

Suppose, R(i,j) is a maximal scoring sub-region that has its top-right corner
at the cell C(4,5). Also, suppose s(i,7) denotes the score of C(7,7) and S(i,j)
denotes the maximal score for the subregion R(i, 7). DP examines 4 possibilities
to find the maximal score of R(7,j): (i) the score of the cell itself, (ii) the score

of the cell plus the maximal score for the bottom subregion, (iii) the score of the
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cell plus the maximal score for the left subregion, and (iv) the score of the cell
plus the maximal scores for the bottom and the left subregions. Since the bottom
and the left subregions can intersect, the score of the intersecting region should
be subtracted from the cumulative scores of the two subregions so that it is not
counted twice.

The DP algorithm computes the following recurrence relation to find all the

subregions in the score matrix and their scores:

s(i, J)

s(i,7) + S(i,j —1)
S(i,J) =max ¢ s(i,j) + S(i — 1,7) (4.7)

s(i, )+ S, 5 — 1)+ S(i —1,5)

—S(R(i,j —1)NR(i — 1,7))

\

The corresponding subregions maintained for the 4 cases are, respectively:

.

C(i, 5)
C(i,j)UR(®,j—1)

C(i,j)UR(i—1,7)

C(i,j) U R(i,j — 1) UR(i - 1,5)
\
To improve the overall score, DP executes the above logic starting from all the

4 corner cells with the following combinations of moves: (i) Starting at bottom-

left cell and moving in T and — direction, (ii) Starting at bottom-right cell and
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moving in | and « direction, (iii) Starting at top-left cell and moving in | and
— direction, (iv) Starting at top-right cell and moving in | and « direction. It
returns the subregion having the maximum score of all these 4 possibilities. Such

a subregion explored by DP on a score matrix is illustrated by Figure 4.3.

Running Time: For a score matrix of size m x n, for each cell, the DP computes
the maximal score for the subregion ending at that cell. Calculating the scores for
each cell requires finding an intersection of the largest scoring subregions on its
bottom and left. This requires a running time of O(mn) in the worst case. Thus,
the total running time of the DP algorithm is O(m?n?). For a particular score
matrix, the DP needs to be run from all the 4 corners, which is constant. Thus,

the worst case running time for the DP is quadratic in the size of the score matrix.

Class of Subregions Examined: The DP algorithm does not (and cannot!)
investigate all the possible connected subregions; it chooses the maximal scoring
connected subregion from only a certain class of shapes. Next, we analyze the
class of such shapes. Consider only right (—) and top (T) moves starting at left-
bottom corner. The maximal scoring subregion R(i,j) for cell C(i, 7) will include
another cell C(7,j") only if C'(¢’, 5') is included in either R(i,7 —1) or R(i — 1, 7).

Similarly, the subregions R(i,j — 1) and R(i — 1,j) contain only those cells that
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Cell(i,j)

2 C(2,2)
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Figure 4.7: DP forms sub-region R(i, j) by looking at scores of C(i,j), R(i—1,7)

and R(i,j — 1).
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Figure 4.8: Example of a shape not captured by DP. The scores are shown in
brackets. The optimal solution consists of the cells (3,3), (2,2), (2,3), (2,4) and
(1,3) having scores 40, 10, 1, 35 and 10 respectively.
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are towards the left and bottom of them. Therefore, by induction, if cell C(7', j")
is included in R(7,j), then C(7',j") must be at the left and bottom of C(i, 7). No
cell which is towards the right or top of C(7, j) will be included in R(7,j). As an
example, consider the cell (2,4) in Figure 4.8. Tt can consider only the cells (i, )
where 7 < 2 and 7 < 4, i.e., all cells to its left and bottom. It cannot consider
any other cell (e.g., cell (3,3) in the figure). The DP ends at the top-right corner.
However, the maximal scoring subregion may end at any cell, and not necessarily
at the top-right corner cell. Thus, for example, if the maximal scoring sub-region
ends at (3,3), then the nature of DP forbids it to consider cells (1,4), (2,4) and
(3,4) (Figure 4.8). Hence, even though the optimal solution for the example in
Figure 4.8 consists of all the five shaded cells, this DP will find only the region
consisting of cells (1,3), (2,2), (2,3) and (3,3) as the answer. The shaded region
given in Figure 4.8 cannot be obtained by DP starting from any corner.

Since the DP is run from the four corners in four sets of moves, the subre-
gions captured are of four types: containing cells (i) towards bottom and left,
(ii) towards bottom and right, (iii) towards top and left, and (iv) towards top and
right.

Formally, the shapes for the class of such subregions can be characterized in
the following way. For a particular shape P, a cell C(i,7) sinks another cell

C(i',7"), denoted by C(i, 7)< C(7,j"), it C(i,j) can be reached from C(¢',j") in P
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by taking one of the four combinations of moves described earlier. For example,
in Figure 4.8, cell (3,3) sinks cell (2,3) for right and top moves since it can be
reached from (2, 3) by this move combination. For the same move combination, it
does not sink cell (2,4) as it cannot reached from (2,4) using only right and top
moves. A cell C(i,7) sinks a shape P, denoted by C(i, 7)< P, if and only if for all

cells C'(4', 7') belonging to P, C(i, j) sinks C(7', j), i.e.,
Cli,j)< P < YO, j)e P, C(i,j)<C(,j") (4.9)

A particular shape P can be captured by DP if and only if there exists a cell
C(i,j) € P that sinks P. Combining all the 4 sets of moves as mentioned ear-
lier characterizes the entire set of shapes captured by DP. Examples of shapes
captured are: M,[, etc. Shapes that cannot be captured include 4+, x. We also
present few examples of the count of the shapes captured by DP for varying num-
ber of grids. DP captures all the possible 14 shapes for a 2 x 4 grid. DP captures

31 of the 38 possible shapes for a 3 x 3 grid.

Advantages of Score Based Similarity: We performed quality experiments
to compare our score based similarity measure with distance based measures. We
used the Discriminator scoring function, described in Section 4.3.2, to measure
the similarity between a pair of tiles. We compared the first result retrieved by

our similarity measure to the sum of I.,; distance measured between correspond-
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ing histogram of tiles of the overlapping region. One such result over biological
images is shown in Figure 4.9. We can see that a simple distance measure fails
to discriminate between foreground and background and hence generates more
false matches. Our similarity measure maximizes the score of the best matching

subregion and performs better.

4.4 Query Algorithms

In this section, we discuss linear search and two new query algorithms to
find the top-k similar regions from a database. These strategies are general
enough to work with other scoring schemes and heuristics. The first algorithm is
a naive linear search through the database. The other two algorithms use a multi-
dimensional index structure to prune the search space to achieve efficiency and
scalability. In the ensuing discussion, the size of a query image () and a database
image [ is defined in terms of the number of constituent tiles. We take the size of
Q@ to be n.

The Linear Search algorithm searches through all the possible overlaps to find
the top-£ matching regions. It translates the query image over all the database
images and computes a score for each of them. It maintains a priority queue of

the results to find the k£ highest scoring regions. Since the number of possible
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(b) Result with distance-based scheme (¢) Result with scoring-based scheme
on entire region and sub-region finding

Figure 4.9: (a) Example of a biologically interesting pattern. The marked pat-
tern highlights a fold of the retinal tissue labeled with peanut-agglutinin conju-
gated to a fluorescent probe. (b) Retrieved result when distance-based matching
on entire region is used. (c¢) Retrieved result when score-based matching on sub-
regions is used.
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Figure 4.10: Index structure. Image [; maintains pointers to leaf nodes of its
tiles. Leaf nodes maintain pointer to I;.

overlaps increases linearly with increase in image and database size, this method
does not scale and is impractical for large queries and database sizes.

To make the search scalable and efficient, we next propose two algorithms
TARS and SPARS. Both algorithms use an index on the feature vectors of the
image tiles to query nearest neighbors for a given tile. We can use any R-tree [52]
(data-partitioning) like index structure for this. We choose bulk loadable STR-
Tree [80] as the index because of its simplicity and availability. Each leaf node
of the index is an entry of the form Imbr(t, I) where t is the feature vector of
an image tile and [ is a pointer to its parent image. FEach non-leaf node has a

list containing an entry per child of type (MBR, child-pointer) where MBR is
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Algorithm 7 TARS

In: T: tree root, @Q: list of query tiles
In: k: number of top results
Out: RQ: priority queue of top-k matches
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18:
19: end while

RQ — [(—, —oc)]
T «— 4oc
BS «— ¢ : bit-vector for explored overlap region
while T > GetHead(RQ).s do
for all ¢; € Q do
nnTile[i] « GetNextNN(q;)
end for
for all ¢; € Q do
org < FindOverlapRegion(nnTile[i],q;)
if org not flagged in BS then
sm «— GetScoreMatrix(Q,org)
e(rg,s) < DP(sm)
flag org in BS
Insert(RQ, e(rg,s))
end if
sm «+— score matrix of overlapping Q with nnTile
T « score of DP(sm)
end for

the minimum bounding box and child-pointer is the pointer to the child node

respectively. Each database image [ is a two-dimensional array of pointers to the

Imbrs containing its tiles as shown in Figure 4.10. This structure allows for full

access from a tile to its parent image and vice versa. We can easily find the row

and column position of a tile from the image array to find an overlap.
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4.4.1 TARS (Threshold Algorithm for Regionbased Search)

The algorithm TARS formulates the region retrieval query as a top-k aggregate
query. It views the given query image as a multi-component object where each of
its tile ¢; € Q,Vi = 1, ..., n constitutes its independent components. Similarly, it
views DB as a list of multi-component objects. Each DB object is a set of con-
nected tiles from a DB image. It uses sub-region similarity function as aggregate
function. Query image (query object) is overlapped with a connected set of tiles
from an image (DB object), a score matrix is obtained by computing pairwise tile
similarity, and then maximum similarity score is computed using DP on the score
matrix. The goal in this setting now is to retrieve the top-k maximum scoring DB
objects.

Algorithm TARS adopts a strategy similar to the Threshold Algorithm (TA) [40]
to solve this aggregate query. For each ¢;, TARS views that all the database tiles
are ranked in a decreasing order of their scores with ¢;. Overlapping regions are
determined by the tiles from the ranked lists. Table 4.1 shows a sorted view of
the database for a query image consisting of two tiles. Maximum similarity score
computed using DP is monotonic. For two score matrices a and b obtained by
overlapping a query object with two different DB objects, if a has tile-wise larger
scores than b, then the score of DP on a will be larger than 6. This monotonic

property is used to terminate TARS.
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a1 42
(t37]2710) (t171179)
(ta.11.8) | (ta,11,7)
(t1,1,,2) | (t3,15,6)

Table 4.1: Sorted access of tiles for a given query (g1, g2) in TARS.

TARS performs incremental nearest-neighbor searches for each ¢; on the index
structure to get sorted access to the database tiles. It starts by accessing the first
nearest neighbor ¢;, for each ¢; (steps 5-7 of Algorithm 7). Then, for each g;, it
finds the overlapping region of () with a database image I (t;, € I) such that g;
aligns with ¢;, in the overlap. Figure 4.11 shows how () having 4 tiles overlaps

with an image [ also having 4 tiles such that ¢; aligns with ¢;.
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Figure 4.11: Overlap of query image () with database image I such that ¢; aligns

The algorithm then uses DP to find the maximum scoring subregion rg and its
score s for each such overlap org (steps 11-12). It inserts all the results e(rg,s) in

a priority queue R() of size at most k. The entries in R() are sorted based on their
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scores. Once R() has k regions, a result is inserted only if its score is more than the
k" current region with the least score. In order to prevent multiple processing
of the same database region, TARS flags the explored overlapping regions in a
bit-vector BS.

At the end of the first iteration, TARS builds a score matrix by aligning each
q; with t;,. The DP score on this score matrix is the threshold score T. The
threshold score is an upper bound on the scores of all the regions that have not
yet been explored; this is because all the tiles to be accessed in the next iteration
by each g; have scores lower or at best equal to the current ¢;’s and the DP score is
monotonic. This threshold score is updated after every iteration of the algorithm.
The algorithm proceeds to the next iteration only if T is greater than the least
score in R(). As TARS proceeds, T decreases and the algorithm terminates with
optimal results.

The performance of algorithm TARS worsens with increase in query size. It is
instance optimal but it traverses the index structure separately for each ¢; € @ to
access the database tiles in sorted order. The cost of this multiple nearest-neighbor
traversal grows quickly with increasing query size. To avoid this scalability prob-
lem, we next propose a technique SPARS that finds the top-k regions by per-
forming a single traversal through the index structure and has better performance

than TARS for large queries.
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4.4.2 SPARS (Single Pass Region-based Search)

Algorithm SPARS is a novel top-k aggregate query algorithm which makes
a single traversal through the index tree. It finds the top scoring regions by
performing a best-first search [56]. It maintains a priority queue BQ to find the
next best node to process. When the algorithm encounters a leaf node, it explores
an actual region in the database corresponding to its image tile. Similar to TARS,

it maintains a priority queue R(@) of the top-k regions.

MBR3

Figure 4.12: MBR and its nearest query tile. ¢; is nearest to M BR, with
distance dp,n.

The search for top-k regions starts at the root node of the index, which is
the first entry in B(@) with +o00 score. The algorithm next processes each of its
children. If the child is a non-leaf index node mbr, then it computes a score for
it as follows (outlined in steps 8-12 of Algorithm 8). It determines the minimum
distance between any query tile and the node d,,;, = min; d(g;, mbr), as shown

in Figure 4.12. Then, it computes a score matrix by aligning each ¢; € @) with
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Algorithm 8 SPARS

In: T: tree root, @Q: list of query tiles

In: k: number of top results

Out: RQ: priority queue of top-k matches

1: n «— size(Q)
2 RQ — [(—, —o0)
3: BQ: queue of intermediate entities«— [(T, +00)]
4: e(mbr,s) «— GetHead(BQ)
5: while e.s > GetHead(RQ).s do
6: if e is of type (mbr,s) then
7 for all child node cn in e.mbr do
8: if cn is mbr then
0: dmin — GetMinDistance(Q,mbr)
10: sm «— GetScoreMatrix(Q,[dnin])
11: e(rg,s) < DP(sm)
12: Insert(BQ,e(mbr,s))
13: else
14: /¥if en is a lmbr*/
15: gj < query tile nearest to Imbr
16: e(rg.s) «— GetMaxSubRg(Imbr,q;,Q)
17: RQ.Insert(e(rg,s))
18: for all ¢; in Q and 7 # j do
19: dmin — GetMinDistance(q;,Imbr)
20: sm «— GetScoreMatrix(Q,[dmin])
21: e(Imbr.q;,s) < DP(sm)
22: Insert(BQ,e(Imbr,q;,s))
23: end for
24: end if
25: end for
26:  else
27: /¥if e is of type (g;,lmbr,s)*/
28: e(rg,s) «— GetMaxSubRg(Ilmbr,q,Q)
29: TInsert(RQ,e(rg,s))
30:  end if

31:  e(mbr,s) «— GetHead(BQ)
32: end while
33: return RQ

virtual image tiles having a distance d,,;, from g; as shown in Figure 4.13. The

score s of the node is the score of the maximum scoring subregion found using DP
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Figure 4.13: Overlap of query image @ with virtual tiles (vty, vito, ... ) at distance

dmin .

on this score matrix. SPARS inserts the mbr along with the score s as an element
e(mbr,s) in BQ. It inserts e into BQ only if RQ has less than k elements or s is
greater than the minimum score in R(Q).

If the child is a leaf node Imbr, then the algorithm finds the nearest query tile
¢; to tile ¢t of Imbr and computes the minimum distance d,,;,, = min; d(g;, lmbr).
It explores the actual image region for the (g¢;,t) alignment using Algorithm 9
as illustrated in steps 15-17 of Algorithm 8. Algorithm GetMazSubRg finds the
overlap of query () with image I pointed by Imbr by aligning ¢; with ¢. Since the
same overlapping region can be encountered later for a query and image tile pair,
GetMaxSubRg maintains a bit-vector BS to flag the explored regions; this prevents
multiple processing of the same database region. Algorithm GetMazSubRg returns

the maximum scoring subregion r¢ of the overlap and the corresponding score s
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using DP. The result e(rg,s) is inserted into R(Q) only if RQ) has less than k elements
or s is greater than the minimum score in RQ).

After processing the alignment of ¢; with ¢, we still need to process the other
alignments corresponding to other query tiles and ¢. The SPARS algorithm delays
exploring these alignments in order to save computation cost. It calculates a score
s of the Imbr for each ¢;, j # i using the same method discussed for a mbr (outlined
by the steps 18-23 of Algorithm 8). It finds the minimum distance d; between g¢;
and tile ¢ in Imbr. It overlaps the query image with a virtual image such that
the distance between each aligned pair of tiles is d;. DP is run on this score
matrix to compute score s of the maximum scoring subregion for the overlap.
SPARS inserts elements e(Ilmbr.q;,s) in BQ for each g; only if R() has less than k
elements or s is greater than the minimum score in R({). The algorithm explores
these regions during the access of the elements from B(Q as outlined by steps 28-29
of Algorithm 8.

SPARS proceeds by accessing the current highest scoring element from B(@)

and terminates when the lowest score in R() is greater than the highest score in

BQ.

Pruning Strategy: The scoring function s(g,?) is a monotonically decreasing

function of d(g,t), as discussed in Section 4.3.1. The aggregate score of an overlap
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Algorithm 9 GetMaxSubRg (SPARS)

In: Imbr: leaf node, ¢;: query tile, Q: query tiles list
Out: e: entity of maxsubregion and score
: BS: bit-vector for explored overlap region
: org «— FindOverlapRegion(Imbr,q;)
: if org not flagged in BS then
dm «— GetDistanceMatrix(org)
sm « GetScoreMatrix(Q,dm)
e(rg,s) < DP(sm)
flag org in BS
end if
return e(rg,s)

© 2> wy

~@——__ ™

Figure 4.14: Tiles of the overlapping region for ¢; aligning with ¢; lie at distances
greater than d,,;,.

is also monotonic with respect to individual scores of the score matrix of an
overlap. With this monotonicity property, the following lemma holds. SPARS

uses this lemma to prune the search space.

Lemma 4. The score S(Q,I) of the overlap of a query image @ with an image
I with d(g;,t;) = r, Yi, is an upper bound on the score S(Q,1") of all possible

overlaps of Q with image 1" provided d(q;,t;) > r, Vi.
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From this lemma, we see that the score s of a node (mbr or Imbr) at a minimum
distance d,,;, from the query tiles is an upper bound on the score of all nodes
whose minimum distance is greater than d,,;,. We visualize such an example
in Figure 4.12 where M BRs is at a distance of d,,;, but M BR3 is at a greater
(minimum) distance from all the query tiles. Therefore, score of M BR3 will be
less than M BR,. The score s is also an upper bound on the score of an actual
overlapping region if the distance between the corresponding tiles of () and [ have
distance greater than d,,;,. We have such a scenario in Figure 4.14 in which tile
t; finds ¢; as its nearest neighbor. All the tiles of the corresponding overlap as
shown in Figure 4.11 lie at a distance greater than d,,;,. Therefore, the score of
this overlap is less than the score s of a node. These facts justify that the score
of an element in B(@) is an upper bound on all the nodes and regions that have
not been explored and are ranked lower in B(@. At any point during the search,
SPARS has already explored a hypersphere of radius d,,;, centered at each query
tile if the next candidate from B() has a minimum distance d,,;, from all the
query tiles.

SPARS processes the nodes in decreasing order of their scores. It explores all
nodes having score greater than the least score in R(@) since they are potential

candidates to yield regions with higher score. It terminates the search once the

160



Chapter 4. Querying Spatial Patterns

minimum score in R() becomes more than the highest score in B(@. Thus, this

pruning strategy ensures an optimal result for SPARS.

4.5 Experimental Studies

In this section, we first empirically analyze the performance and efficiency
of our access methods. Then, we present detailed quality analysis of our new
similarity measure with visual results. We used Java 5.2 as our implementation
language. We performed experiments on a 3.2 GHz, 4 GB memory PC running

Debian Linux4.0.

4.5.1 Dataset Preparation

We used two large real image datasets belonging to raster image family to em-
pirically analyze the efficiency and scalability of our algorithms. The first dataset
consists of 112,045 gray-scale images of various tissues and layers of retina [43]
from different experimental conditions. Multiple molecular probes such as lectins
and antibodies were used to examine the localizations of specific protein expres-
sion in retinal cells and the expression patterns of these proteins in different layers
of retina. The fluorescence tagged probes were imaged by immunohistochemistry

using confocal microscopes. We used the magnification of these images to scale
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them to a standard magnification using the CubicFilter from GraphicsMagick?.
Our second dataset consists of 82,282 gray-scale aerial images from the Alexandria
Digital Library?. These are satellite images and air photos of different regions of

California. The size of the images in both datasets varied from 320 x 160 pixels

to 640 x 480 pixels.

Reduced Energy retained
dimension || Retinal dataset ‘ Aerial dataset
3 85.73% 81.21%

6 96.14% 93.38%
13 98.94% 97.55%

Table 4.2: Percentage energy remaining after PCA.

Retinal dataset

Aerial dataset

Image count ‘ Region count

Image count ‘ Region count

112,045 10,004,850 82,282 10,625,200
56,241 5,000,050 37,037 5,000,000
33,762 3,000,000 21,744 3,000,000
11,112 1,000,100 5,560 1,000,000

Table 4.3: Database sizes of retinal and aerial images.

We split the images into non-overlapping tiles of size 32x 32 pixels and compute

feature vector for each tile. The feature

values similar to CSD feature vector [90]. To enhance efficiency, we performed

PCA [104] on these feature vectors to

Shttp://www.graphicsmagick.org/
‘http://www.alexandria.ucsb.edu/

vector of each tile is a histogram of its pixel

reduce the dimensionality. The number of
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principal components retained and the corresponding energy preserved is shown
in Table 4.2. The index structure was built on this transformed data. We used
the Discriminator scoring function, described in section 4.3.2, to measure the
similarity between a pair of tiles. We discuss the choice of parameters for the
scoring function later in Section 4.5.4.

The parameters that are crucial to the performance of the access methods are:
(i) Query size, n (ii) Database size, N, and (iii) Dimensionality of the feature
vector, dim. Query size n is defined as the number of constituent tiles in the
query image. Database size N is defined as the number of images. The number of
images and possible overlapping regions obtained by translation for varying N is
described in Table 4.3 for both retinal and aerial datasets. For each experiment,
we used 100 randomly picked queries from the dataset. All the reported time

measurements are averaged over these 100 queries for top-10 results.

4.5.2 Performance Comparison of the Algorithms

We experimented with varying query sizes to compare the performance of the
algorithms. We use the largest datasets of size N = 112, 045 for retinal images and
N = 82,282 for aerial images with dim = 6 for this experiment. Our results show
that both TARS and SPARS outperformed linear search on both the datasets,

as shown by Figures 4.15 and 4.16. Comparing TARS with SPARS on the aerial
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Retinal Dataset

SPARS ——  DBSize=112045 '

100 f "TARS —=—  Dimension=6 s
Linear -

Computation Time(s)
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Query Size

Figure 4.15: Effect of query size on the performance of the algorithms for retinal
images.

Aerial Dataset

90 | SPARS' —— DBSize 82282
TARS -~  Dimension=6
80 | Linear - =

70 | T
60 L //’/ ]

Computation Time(s)
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Figure 4.16: Effect of query size on the performance of the algorithms for aerial
images.

dataset, we found TARS to be 3 times faster for query size 10 but slower by 2

times for query size of 40 than SPARS (Figure 4.16). The same behavior was
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noticed for the retinal dataset where TARS was faster by 3.6 times for n = 10 but

slower by 1.4 times for n = 40 than SPARS (Figure 4.15).

Aerial Dataset

188
a8
fil:]
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1]
58
48
38
28
18

TARS SPARS TARS SPARS TARS SPARS TARS SPARS
Query Size 10 Query Size 20 Query Size 30 Query Size 40
- Nearest Neighbor Search Cost - Dynamic Programming Cost

Figure 4.17: Percentage split of NN and DP time for varying query sizes for
TARS and SPARS for aerial images.

SPARS performs better than TARS for query sizes of more than 20. We
attribute this change in performance of TARS to its multiple traversal through
the index structure, as discussed in Section 4.4.1. We measured the average of total
nearest-neighbor search cost NN and dynamic programming DP cost for varying
query sizes for both the algorithms TARS and SPARS. We present the percentage
of time spent by each algorithm on NN and DP in Figure 4.17. We observe that
the NN cost increases faster in TARS compared to SPARS as query size increases.
TARS is instance optimal [40] and, therefore, it performs better than linear search

and SPARS for smaller query sizes when the cost of this multiple traversal is not
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high. As this cost increases with increase in query size, its performance is poorer

as compared to SPARS.

Retinal Dataset

30 | SPARS ——  Query Size=10
TARS ——  Dimension=6
Linear -

25 | 1

Computation Time(s)

J

20000 40000 60000 80000 100000
Database Size

Figure 4.18: Performance of algorithms for varying database sizes of retinal
images for query size 10.

Retinal Dataset
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TARS - Dimension=6
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60
50
40
30

Computation Time(s)

20

10

20000 40000 60000 80000 100000
Database Size

Figure 4.19: Performance of algorithms for varying database sizes of retinal
images for query size 30.
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We next experimented with varying database sizes for the retinal dataset to
confirm the above behavior of the algorithms. For a query size of n = 10 and
dim = 6, we found TARS to be more than 2.7 times faster than SPARS across
the database sizes as shown Figure 4.18. SPARS is more than 1.5 times faster
than linear search. The performance difference increases with increase in database
size. Our other experiment with n = 30 and dim = 6 found SPARS to be 1.3 time
better than TARS and more than 1.3 times better than linear search (Figure 4.19).

We see from the results discussed above that TARS is a better algorithm than
the other two for n < 20 whereas SPARS is better for n > 20. TARS saves more
than 87% of the query time for n = 10 on both the datasets for the largest size.
SPARS has a saving of 34% on retinal and 52% on aerial for n = 40 on the largest
datasets. The average query time of TARS is approximately 4 s on a database of
size N = 112,045 and a query size of n = 10. The average query time for SPARS

on the same database is 70 s for query size of 40.

4.5.3 Performance Analysis of SPARS

We next performed detailed analysis of the behavior of the algorithm SPARS
for varying n (query size), N (database size) and dim (dimension) on both the
datasets. The performance results of SPARS on both datasets for varying N and

dim are shown in Figures 4.20 and 4.21. The dataset size is 56,241 for retinal
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45

Dimension=3 —+—  Retinal Dataset

Dimension=6 ------- e =
40 | Dimension=13 - Query Size = 30

30 | ]

Computation Time(s)

15000 20000 25000 30000 35000 40000 45000 50000 55000
Database Size

Figure 4.20: Effect of database size and dimension on the performance of SPARS
on retinal images.

Aerial Dataset
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Figure 4.21: Effect of database size and dimension on the performance of SPARS
on aerial images.

images and 37,037 for aerial images. SPARS scales linearly for a given query size
across varying database sizes and dimensions. The performance of SPARS on both

datasets for varying n and dim is shown in Figure 4.22. SPARS exhibited linear
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Computation Time(s)

Figure 4.22: Effect of query size and dimension on the performance of SPARS
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Figure 4.23: Performance of SPARS for varying query sizes and database sizes

of retinal and aerial images.

scalability for a given database size across varying query sizes and dimensions.

Experiments with varying N and n for dim = 6 on both datasets also revealed a

linear scalability performance as shown in Figure 4.23.
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The exhaustive set of empirical results discussed above confirms a sub-linear
scalability for SPARS across varying query size and database size compared to a
linear scan of the database. Its scalability is also sub-linear for low dimensions
compared to linear scan. This establishes the scalability and efficiency of our

algorithm.

4.5.4 Quality Analysis

’ Dataset \ Images \ Queries \ A \ c \ Precision ‘
PA Retinal 80 18 1| 23000 80.3%
NF Retinal 37 8 1| 23000 82.5%

Aerial 550 7 1 | 115000 88%

Table 4.4: Datasets used for quality analysis, corresponding parameter values
for scoring function, and precision measures.

In this section we analyze the quality of our similarity measure and describe

the datasets used for experiments.

Dataset Preparation: We used 3 different datasets to verify the quality of
our new similarity measure. From each dataset, we chose interesting regions for
querying. For each query, regions in images were manually tagged as a true or
a false match. Since the process is manually intensive, we used small datasets

as shown in Table 4.4. PA and NF datasets are confocal microscopic images of
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cross-sections of feline retina labeled with the lectin peanut-agglutinin and anti-
neurofilament antibody respectively. Aerial dataset consists of satellite images of

Beverly Hills in California.

Parameter Learning and Precision: Here, we discuss the choice of parameters
for the Discriminator scoring function described in Section 4.3.2. We use pure
black as background for retinal images which is true for the most of the real
microscopic images. We use pure black for aerial images also for the purpose of
simplicity, though, it can have other backgrounds. Background for other domains
need to be determined from knowledge and training. We take the sum of all the
pixels in a tile as its distance from background. Distance between tiles is measured
using L, norm.

We learn the parameter A and ¢ using manual training with an approach similar
to Walrus [98]. For each query, we measured top-k precision where k = 5 and
precision is the ratio of true matches to total matches. We trained the PA dataset
on 10 queries. Highest precision (82.0%) was achieved for A = 1 and ¢ = 23000.
These parameters gave an accuracy of 78.6% for 8 other queries over PA dataset.
For the same parameter values, 8 queries on NF dataset gave precision of 82.5%.
Training and testing on 7 aerial image queries had a precision of 88% for A = 1

and ¢ = 115000. We summarize the results in Table 4.4. The same parameter
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values were used for scalability and efficiency measurements in Section 4.5.2. Our
size of the training set was limited by the manually intensive nature of the task.

Finally, we present results for a set of queries from these three datasets in
Figure 4.24. All the match for retinal images have been validated by domain
scientists and found to be significantly interesting. As shown in the first row of
Figure 4.24 | query and the results are examples of biologically interesting fold of

retinal tissues labeled with peanut-agglutinin.

4.6 Conclusions

In this chapter, we addressed the problem of querying significant subregions
in raster images. We designed a generic scoring scheme to measure similarity
between a query image and an image region. We tiled the images to represent a
region as a collection of tiles, and each overlap between a query and a database
image as a matrix of scores. We proved that the problem of finding a connected
subregion of maximal score in a score matrix is NP-hard and then developed a
dynamic programming heuristic to score an overlapping region. With this simi-
larity measure, we proposed two index-based scalable search strategies TARS and
SPARS for querying in a large repository. These strategies are general enough to

work with any scoring scheme and heuristic. We empirically analyzed the perfor-

172



Chapter 4. Querying Spatial Patterns

mance of these algorithms on datasets of 112,045 retinal images and 82,282 aerial
images. We save more than 87% search time on small queries using TARS and up
to 52% search time on large queries with SPARS on these datasets as compared to
linear search. It should be noted that our heuristic for finding the best connected
subregions and our access methods for top-k queries (TARS and SPARS) are inde-
pendent of each other. We demonstrate the quality of our similarity measure (more
than 80% precision) with analysis over two real datasets. The ability to extract
significant subregions (connected regions with highest score) can have a significant
impact on analyzing raster images. Future work includes the formulation of other
heuristics for finding similar subregions that have bounded approximation errors

on quality and the formulation of other domain-specific scoring functions.
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Figure 4.24: Top-1 result for various queries from three real datasets.
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Querying Patterns in
Multi-Dimensional Temporal
Datasets

Querying patterns in temporal datasets can reveal interesting temporal behav-
iors and suggest avenues for further scientific exploration. This chapter discusses
pattern queries in video datasets. A video is a time series of images. We specifi-
cally study the problem of duplicate video detection in this chapter.

We present an efficient and accurate method for duplicate video detection
in a large database using video fingerprints. We have empirically chosen the
Color Layout Descriptor, a compact and robust frame-based descriptor, to create
fingerprints which are further encoded by vector quantization. We propose a
new non-metric distance measure to find the similarity between the query and a
database video fingerprint and experimentally show its superior performance over

other distance measures for accurate duplicate detection. Efficient search can not
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be performed for high dimensional data using a non-metric distance measure with
existing indexing techniques. Therefore, we develop novel search algorithms based
on pre-computed distances and new dataset pruning techniques yielding practical
retrieval times. We perform experiments with a database of 38000 videos, worth
1600 hours of content. For individual queries with an average duration of 60
seconds (about 50% of the average database video length), the duplicate video is
retrieved in 0.032 seconds, on Intel Xeon with CPU 2.33GHz, with a very high

accuracy of 97.5%.

5.1 Introduction

Copyright infringements and data piracy have recently become serious concerns
for the ever growing online video repositories. Videos on commercial sites e.g.,
www. youtube. com, www. metacafe. com, are mainly textually tagged. These
tags are of little help in monitoring the content and preventing copyright infringe-
ments. Approaches based on content-based copy detection (CBCD) and water-
marking have been used to detect such infringements [64, 75]. The watermarking
approach tests for the presence of a certain watermark in a video to decide if it is
copyrighted. The other approach (CBCD) finds the duplicate by comparing the

fingerprint of the query video with the fingerprints of the copyrighted videos. A
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fingerprint is a compact signature of a video which is robust to the modifications
of the individual frames and discriminative enough to distinguish between videos.
The noise robustness of the watermarking schemes is not ensured in general [75],
whereas the features used for fingerprinting generally ensure that the best match
in the signature space remains mostly unchanged even after various noise attacks.
Hence, the fingerprinting approach has been more successful.

We define a “duplicate” video as the one consisting entirely of a subset of
the frames in the original video - the individual frames may be further modified
and their temporal order varied. The assumption that a duplicate video contains
frames only from a single video has been used in various copy detection works,
e.g., [85],[114],[130]. In [130], it is shown that for a set of 24 queries searched in
YouTube, Google Video and Yahoo Video, 27% of the returned relevant videos are
duplicates. In [23], each web video in the database is reported to have an average
of five similar copies - the database consisted of 45000 clips worth 1800 hours of
content. Also, for some popular queries to the Yahoo video search engine, there
were two or three duplicates among the top ten retrievals [85].

In Figure 5.1, we present the block diagram of our duplicate video detection
system. The relevant symbols are explained in Table 5.1. The database videos are
referred to as “model” videos in the chapter. Given a model video V;, the decoded

frames are sub-sampled at a factor of 5 to obtain 7T; frames and a p dimensional
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feature is extracted per frame. Thus, a model video V; is transformed into a T; X p
matrix Z°. We empirically observed in Section 5.3 that the Color Layout Descrip-
tor (CLD) [68] achieved higher detection accuracy than other candidate features.
To summarize Z°, we perform k-means based clustering and store the cluster cen-
troids {X;}f’zl as its fingerprint. The number of clusters F; is fixed at a certain
fraction of T}, e.g., a fingerprint size of 5x means that F; = (5/100)7;. Therefore,
the fingerprint size varies with the video length. K-means based clustering gener-
ally produces compact video signatures which are comparable to those generated
by sophisticated summarization techniques as discussed in [99]. In [1], we have
compared different methods for keyframe selection for creating the compact video
signatures.

The duplicate detection task is to retrieve the best matching model video fin-
gerprint for a given query fingerprint. The model-to-query distance is computed
using a new non-metric distance measure between the fingerprints as discussed in
Section 5.4. We also empirically show that our distance measure results in signif-
icantly higher detection accuracy than traditional distance measures (L;, partial
Hausdorff distance [54, 57], Jaccard [25] and cosine distances). We design access
methods for fast and accurate retrieval of duplicate videos. The challenge in de-
veloping such an access method is two-fold. Firstly, indexing using such distances

has not been well-studied till date - the recently proposed distance based hashing
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Figure 5.1: Block diagram of the proposed duplicate detection framework - the
symbols used are explained in Table 5.1.

6] performs dataset pruning for arbitrary distances. Secondly, video fingerprints
are generally of high dimension and varying length. Current indexing structures
(M-tree [26], R-tree [52], kd tree [11]) are not efficient for high-dimensional data.

To perform efficient search, we propose a two phase procedure. The first phase
is a coarse search to return the top-K nearest neighbors (NN) which is the focus
of the chapter. We perform vector quantization (VQ) on the individual vectors

in the model (or query) fingerprint X* (or Q) using a codebook of size U (=

179



Chapter 5. Querying Patterns in Multi-Dimensional Temporal Datasets

Notation Definition

N Number of database videos

Vi it" model video in the dataset

Vi Best matched model video for a given query

P Dimension of the feature vector computed per video frame

7' e RT>*P T, | Z% is the feature vector matrix of V;, where V; has T; frames
after temporal sub-sampling
X' e RFXP F; | X' is the k-means based signature of V;, which has F;

keyframes
XJ’: 4t vector of video fingerprint X*
U Size of the vector quantizer (VQ) codebook used to encode

the model video and query video signatures

Qorig € RTe*P | Query signature created after sub-sampling, where Tq refers
to the number of sub-sampled query frames

Q € RMx»p Keyframe based query fingerprint, where M is the number of
query keyframes

C; it" VQ codevector

T, q Z; is VQ based signature of V;, while ¢ is VQ based query
signature

S X VQ symbol index to which X; is mapped

A Set of N “model signature to query signature” distances

D € RUXV Inter VQ-codevector distance matrix, for I,; distance between
VQ codevectors

D* € RVXU Lookup table of shortest distance values from each VQ-based
model signature to each VQ codevector

C(1) Cluster containing the video indices whose VQ-based signa-
tures have the i*” dimension as non-zero

|71 — aTg)Hp L, norm of the vector (77 — Z3).

|E| Cardinality of the set F

14 Fractional query length = (number of query frames/number

of frames in the original model video)

Table 5.1: Glossary of notations

8192) to generate a sparse histogram-based signature z; (or ¢’). This is discussed
in Section 5.5.2. Coarse search is performed in the VQ-based signature space.

Various techniques proposed to improve the search are the use of pre-computed
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information between V( symbols, partial distance based pruning, and the dataset
pruning as discussed in Section 5.5. The second phase uses the unquantized
features (X?) for the top-K NN videos to find the best matching video V;«. The
final module (Section 5.7) decides whether the query is indeed a duplicate derived
from V.

The computational cost for the retrieval of the best matching model video has
two parts (Figure 5.1).
1) Offline cost (model related) - consists of the un-quantized model fingerprint
generation, VQ design and encoding of the model signatures, and computation
and storing of appropriate distance matrices.
2) Online cost (query related) - the query video is decoded, sub-sampled, keyframes
are identified, and features are computed per keyframe - these constitute the query
pre-processing cost. In this chapter, we report the query time - this com-
prises of the time needed to obtain k-means based compact signatures, perform
VQ-based encoding on the signatures to obtain sparse histogram-based represen-
tations, compute the relevant lookup tables, and then perform two-stage search
to return the best matched model video.

The chapter is organized as follows. Section 5.2 contains some relevant pre-
vious work. Feature selection for fingerprint creation is discussed in Section 5.3.

Section 5.4 introduces our proposed distance measure. The various search algo-
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rithms, along with the different pruning methods, are presented in Section 5.5.
The dataset creation for this task is explained in Section 5.6.1. Section 5.6.2 con-
tains the experimental results while Section 5.7 describes the final decision module
which makes the “duplicate/non-duplicate decision”.

Main Contributions

e We propose a new non-metric distance function for duplicate video detection
when the query is a noisy subset of a single model video. It performs better than
other conventional distance measures.

e For the VQ-based model signatures retained after dataset pruning, we reduce
the search time for the top- K candidates by using suitable pre-computed distance
tables and by discarding many non-candidates using just the partially computed
distance from these model video signatures to the query.

e We present a dataset pruning approach, based on our distance measure in the
space of VQ-encoded signatures, which returns the top-K nearest neighbors (NN)
even after pruning. We obtain significantly higher pruning than that provided by
distance based hashing [6] methods, trained on our distance function.

In this chapter, the terms “signature” and “fingerprint” have been used inter-
changeably. “Fractional query length” (¢ in Table 5.1) refers to the fraction of the
model video frames that constitute the query. Also, for a VQ of codebook size U,

the 1-NN of a certain codevector is the codevector itself.
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5.2 Literature Survey

A good survey for video copy detection methods can be found in [75]. Many
schemes use global features (e.g., color histogram computed over the entire video)
for a fast initial search for prospective duplicates [130]. Then, keyframe-based
features are employed for a more refined search.

Keypoint based features: In an early duplicate detection work by Joly et al.
[66], the keyframes correspond to extrema in the global intensity of motion. Lo-
cal interest points are identified per keyframe using the Harris corner detector
and local differential descriptors are then computed around each interest point.
These descriptors have been subsequently used in other duplicate detection works
(64, 65, 74, 75]. In [130], PCA-SIFT features [69] are computed per keyframe on
a host of local keypoints obtained using the Hessian-Affine detector [92]. Simi-
lar local descriptors are also used in [141], where near-duplicate keyframe (NDK)
identification is performed based on matching, filtering and learning of local inter-
est points. A recent system for fast and accurate large-scale video copy detection,
the Eff? Videntifier [29], uses Eff* descriptors [79] from the SIFT family [86]. In
[140], a novel measure called Scale-Rotation Invariant Pattern Entropy (SR-PE)
is used to identify similar patterns formed by keypoint matching of near-duplicate

image pairs. A combination of visual similarity (using global histogram for coarser
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search and local point based matching for finer search) and temporal alignment is
used to evaluate video matching for duplicate detection in [121]. VQ based tech-
niques are used in [24] to build a SIFT-histogram based signature for duplicate
detection.

Global Image Features: In some approaches, the duplicate detection problem
involves finding the similarity between sets of time-sequential video keyframes.
A combination of MPEG-7 features such as the Scalable Color Descriptor, Color
Layout Descriptor (CLD) [68] and the Edge Histogram Descriptor (EHD) has been
used for video-clip matching [15], using a string-edit distance measure. For image
duplicate detection, the Compact Fourier Mellin transform (CFMT) [36] has also
been shown to be very effective in [48] and the compactness of the signature makes
it suitable for fingerprinting.

Entire Video based Features: The development of “ordinal” features [16] gave
rise to very compact signatures which have been used for video sequence matching
[95]. Li et al. [82] used a binary signature to represent each video, by merging
color histogram with ordinal signatures, for video clip matching. Yuan et al. [134]
also used a similar combination of features for robust similarity search and copy
detection. UQLIPS, a recently proposed real-time video clip detection system
[114], uses RGB and HSV color histograms as the video features. A localized

color histogram based global signature is proposed in [85].
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Indexing Methods: Each keyframe is represented by a host of feature points,
each having a descriptor. The matching process involves comparison of a large
number of interest point pairs which is computationally intensive. Several indexing
techniques have been proposed for efficient and faster search. Joly et al. [66] use
an indexing method based on the Hilbert’s space filling curve principle. In [64],
the authors propose an improved index structure for video fingerprints, based
on Statistical Similarity Search (S%) where the “statistical query” concept was
based on the distribution of the relevant similar fingerprints. A new approximate
similarity search technique was proposed in [67] and later used in [74, 65] where the
probabilistic selection of regions in the feature space is based on the distribution
of the feature distortion. In [141], an index structure LIP-IS is proposed for fast
filtering of keypoints under one-to-one symmetric matching. For the Videntifier
[29] system, the approximate NN search in the high-dimensional database (of Eff*
descriptors) is done using the NV-tree [78], an efficient disk-based data structure.

Hash-based Index: The above mentioned indexing methods are generally com-
pared with locality sensitive hashing (LSH) [49, 31|, a popular approximate search
method for I, distances. Since our proposed distance function is non-metric, LSH
cannot, be used in our setup as the locality sensitive property holds only for met-

ric distances. Instead, we have experimented with the recently proposed distance
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based hashing (DBH) [6] scheme, which can be used for arbitrary distance mea-
sures.

Final Duplicate Confirmation: From the top retrieved candidate, the dupli-
cate detection system has to validate whether the query has indeed been derived
from it. The keyframes for a duplicate video can generally be matched with the
corresponding frames in the original video using suitable spatio-temporal regis-
tration methods. In [65, 75|, the approximate NN results are post-processed to
compute the most globally similar candidate based on a registration and vote
strategy. In [74], Law-To et al. use the interest points proposed in [66] for tra-
jectory building along the video sequence. A robust voting algorithm utilizes the
trajectory information, spatio-temporal registration, as well as the labels com-
puted during the off-line indexing to make the final retrieval decision. In our
duplicate detection system, we have a “distance threshold based” (Section 5.7.1)
and a registration-based framework (Section 5.7.2) to determine if the query is
actually a duplicate derived from the best-matched model video.

The advantages of our method over other state-of-the-art methods are sum-
marized below.

e In current duplicate detection methods, the query is assumed to contain a
large fraction of the original model video frames. Hence, the query signature, com-

puted over the entire video, is assumed to be similar to the model video signature.
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This assumption, often used as an initial search strategy to discard outliers, does
not hold true when the query is only a small fraction (e.g., 5%) of the original
video. For such cases, the query frames have to be individually compared with the
best matching model frames, as is done by our distance measure. As shown later
in Figures. 5.3 and 5.8, we observe that our proposed distance measure performs
much better than other distances for duplicate detection for shorter queries.

e We develop a set of efficient querying techniques with the proposed distance
measure which achieves much better dataset pruning than distance based hash
(DBH) - DBH is the state-of-the-art method for querying in non-metric space.

e In [65, 75|, the registration step is performed between query frames and
other model frames to confirm whether the query is a duplicate derived from the
model video. In our distance computation procedure, we also end up computing
which model vector serves as the best match for a query vector - this inter-vector
correspondence helps in faster identification of the best matching model keyframe
for a given query keyframe (discussed in Section 5.7.2). This frame-to-frame

correspondence is needed for effective registration.
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5.3 Feature Extraction

Candidate Features

We performed duplicate video detection with various frame based features -
CLD, CFMT [36], Localized Color Histogram (LCH) [85] and EHD [129]. The
LCH feature divides the image into a certain number of blocks and the 3D color
histogram is computed per block. FE.g., if each color channel is quantized into
4 levels, the 3D histogram per image block has 43 = 64 levels. If the image is
divided into two partitions along each direction, the total LCH feature dimension
is 43%22=256. To study the variation of detection accuracy with signature size, we
have considered the LOH feature for dimensions 256 and 32 (22x2*=32). For the
frame-based features, we use our proposed distance measure, which is explained
in Section 5.4.

We also considered video features (computed globally, i.e. over the entire video
and not per key-frame). One such global feature used is the m-dimensional his-
togram obtained by mapping each of the 256-dimensional LCH vectors to one of
m codebook vectors (this signature creation is proposed in [85]), obtained after
k-means clustering of the LCH vectors. We have experimented with m = 20, 60,
256 and 8192, and L, distance is used. The other global feature is based on a

combination of the ordinal and color histograms [134]. Both the ordinal and color
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histograms are 72-dimensional (24 dimensions along each of the Y, Cb and Cr
channels) and the distance measure used is a linear combination of the average
of the distance between the ordinal histograms and the minimum of the distance

between the color histograms, among all the 3 channels.

(a) Keyframe based signature (b) Entire video based signature |3 CH: m=20
0.2 1 .
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Figure 5.2: Comparison of the duplicate video detection error for (a) keyframe
based features and (b) entire video based features: the query length is varied
from 2.5% to 50% of the actual model video length. The error is averaged over
all the query videos generated using noise addition operations, as discussed later
in Section 5.6.1. The model fingerprint size used in (a) is 5x.
Experimental Setup and Performance Comparison

We describe the duplicate detection experiments for feature comparison. We
use a database of 1200 video fingerprints and a detection error occurs when the
best matched video is not the actual model from which the query was derived. The
query is produced using one of various image processing/noise addition methods,

discussed in Section 5.6.1. The query length is gradually reduced from 50% to 2.5%

of the model video length and the detection error (averaged over all noisy queries)

189



Chapter 5. Querying Patterns in Multi-Dimensional Temporal Datasets

is plotted against the fractional query length (Figure 5.2). For our dataset, a
fractional query length of 0.05 corresponds, on an average, to 6 sec of video ~
30 frames, assuming 25 frames/sec and a sub-sampling factor of 5. Figure 5.2(a)
compares frame based features while Figure 5.2(b) compares video based features.

In our past work [111], we have shown that the CFMT features perform better
as video fingerprints than SIFT features for duplicate detection. Here, it is seen
that for duplicate detection, 18-dim CLD performs slightly better than 80-dim
EHD, which does better than 36-dim CFMT and 256-dim LCH (Figure 5.2(a)).
Due to the lower signature dimension and superior detection performance, we
choose 18-dim CLD feature per keyframe for fingerprint creation. It is seen that
for a short query clip, the original video histogram is often not representative
enough for that clip leading to higher detection error, as in Figure 5.2(b). Hence,
using a global signature with Lo distance works well only for longer queries.

We briefly describe the CLD feature vector and also provide some intuition as
to why it is highly suited for the duplicate detection problem. The CLD signature
[68] is obtained by converting the image to a 8x 8image, on averaging, along each
(Y/Cb/Cr) channel. The Discrete Cosine Transform (DCT) is computed for each
image. The DC and first 5 (in zigzag scan order) AC DCT coefficients for each
channel constitute the 18-dimensional CLD feature. The CLD feature is compact

and captures the frequency content in a highly coarse representation of the image.
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As our experimental results suggest, different videos can be distinguished even
at this coarse level of representation for the individual frames. Also, due to this
coarse representation, image processing and noise operations, which are global in
nature, do not alter the CLD significantly so as to cause detection errors; thus,
the feature is robust enough. Significant cropping or gamma variation can distort
the CLD sufficiently to cause errors - a detailed comparison of its robustness
to various attacks is presented later in Table 5.7. Depending on the amount of
cropping, the 8x 8image considered for CLLD computation can change significantly,
thus severely perturbing the CLD feature. Also, significant variations in the image
intensity through severe gamma variation can change the frequency content, even
for an 8 x 8image representation, so as to cause detection errors.

Storage-wise, our system consumes much less memory compared to methods
which store key-point based descriptors [65, 29]. The most compact key-point
based descriptor is the 20-dim vector proposed in [65] where each dimension is
represented by 8 bits and 17 feature vectors are computed per second. The cor-
responding storage is 10 times that of our system (assuming 18-dimensional CLD
features per frame where each dimension is stored as a double, 25 frames/sec,
temporal sub-sampling by 5, 5% of the sub-sampled frames being used to create

the model signature).
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5.4 Proposed Distance Measure

Our proposed distance measure to compare a model fingerprint X* with the
query signature @ is denoted by d(X*, Q) ' (5.1). This distance is the sum of the
best-matching distance of each vector in @ with all the vectors in X*. In (5.1),
X5 — Qp||, refers to the L, distance between X}, the gt feature vector of X* and
Qr, the k' feature vector of Q. Note that d(-,-) is a quasi-distance.

M

i) = Yo i 16~ @il | 5.1)

What is the motivation behind this distance function? We assume that each
query frame in a duplicate video is a tampered /processed version of a frame in the
original model video. Therefore, the summation of the best-matching distance of
each vector in @ with all the vectors in the signature for the original video (X7)
will yield a small distance. Hence, the model-to-query distance is small when
the query is a (noisy) subset of the original model video. Also, this definition
accounts for those cases where the duplicate consists of a reordering of scenes
from the original video.

A comparison of distance measures for video copy detection is presented in

A

[54]. Our distance measure is similar to the Hausdorff distance [57, 54]. For

our problem, the Hausdorff distance h(X*, Q) and the partial Hausdorff distance

'For ease of understanding, the quasi-distance measure d(,-) is referred to as a distance
function in subsequent discussions.
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hp(X? Q) are interpreted as:

hp(Xi, Q) — pth]argest {ILIJI'LHFZ- HXJZ - Qk”l} (53)
1<k<M o

For image copy detection, the partial Hausdorff distance (5.3) has been shown to
be more robust than the Hausdorff distance (5.2) in [54]. We compare the perfor-
mance of hp(X* Q) (5.3) for varying P, with d(X",Q), as shown in Figure 5.3,
using the same experimental setup as in Section 5.3. It is seen that the results
using d(X*, Q) are better - the improved performance is more evident for shorter
qUETIES.

Intuitively, why does our distance measure perform better than the Hausdorff
distance? In (5.2) (or (5.3)), we first find the “minimum query frame-to-model
video” distance for every query frame and then find the maximum (or P largest)
among these distances. Thus, both h(X*, Q) and hp(X*, Q) effectively depend on
a single query frame and model video frame, and errors occur when this query (or
model) frame is not representative of the query (or model) video. In our distance
function (5.1), d(X", Q) is computed considering all the “minimum query frame-
to-model video” terms and hence, the effect of one (or more) mismatched query

feature vector is compensated.
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Dynamic time warping (DTW) [107] is commonly used to compare two se-
quences of arbitrary lengths. The proposed distance function has been compared
to DTW in [1], where it is shown that DTW works well only when the query is a
continuous portion of the model video and not a collection of disjoint parts. This
1s because DTW considers temporal constraints and must match every data point
i both the sequences. Hence, when there is any mismatch between two sequences,
DTW takes that into account (thus increasing the effective distance), while the

mismatch is safely ignored in our distance formulation.
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Figure 5.3: Comparison of the duplicate video detection error for the proposed
distance measure d(-, -) (5.1) and the Hausdorff distances: here, (h, : P = k) refers
to the partial Hausdorff distance (5.3) where the k£ maximum is considered.

5.5 Search Algorithms

In this section, we develop a two-phase approach for fast duplicate retrieval.

The proposed distance measure (5.1) is used in our search algorithms for duplicate
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detection. First, we discuss a naive linear search algorithm in Section 5.5.1. Search
techniques based on the vector quantized representation of the fingerprints that
achieve speedup through suitable lookup tables are discussed in Section 5.5.2.
Algorithms for further speedup based on dataset pruning are presented in Sec-
tion 5.5.3.

We perform temporal sub-sampling of the query video to get a signature @ opiq
having Ty vectors (see Figure 5.1 and Table 5.1). The initial coarse search (first
pass) uses a smaller query signature @), having M (M < Tjy) vectors. @ consists
of the cluster centroids obtained after k-means clustering on Qorig. When M =
(5/100)Tg, we refer to the query fingerprint size as 5x. The first pass returns the
top-K NN from all the NV model videos. The larger query signature (Qor4) is used
for the second pass to obtain the best matched video from these K candidates
using a naive linear scan. As the query length decreases, the query keyframes may
differ significantly from the keyframes of the actual model video; hence, the first
pass needs to return more candidates to ensure that the actual model video is one
of them.

A naive approach for the search is to compute all the N model-to-query dis-
tances and then find the best match. This set of N distances is denoted by A (5.4).

We speedup the coarse search by removing various computation steps involved in
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A. For the purpose of explaining the speedup obtained by various algorithms, we

provide the time complexity breakup in Table 5.2.

A= {d(X, Q) = {Z {12}1& | X} — Qk|1}} (5.4)

5.5.1 Naive Linear Search (NLS)

The Naive Linear Search (NLS) algorithm implements the two-pass method
without any pruning. In the first pass, it retrieves the top- K candidates based on
the smaller query signature @ by performing a full dataset scan using an ascending
priority queue L of length K. The priority queue is also used for the other coarse
search algorithms in this section to keep track of the top-K NN candidates. The
k™ entry in L holds the model video index (L) and its distance from the query
(Lg2). A model signature is inserted into L if the size of L is less than K or its
distance from the query is smaller than the largest distance in the queue. In the
second pass, NLS computes the distance of the K candidates from the larger query
signature (),rig 50 as to find the best matched candidate. The storage needed for
all the model signatures = O(NFp), where F denotes the average number of

vectors in a model fingerprint.
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Time Operation involved Complexity
AT Computing L, distance between vectors | O(p)
X; and Q. ¢ || X} — Qll,
Tio = T11.F; Finding the best matched model vector for | O(F;p)
a query vector : 1%1‘1311& X5 — Qkll,
Ty = M. Tis Finding the best match for all M frames | O(M F;p)

in Q to compute d(X?, Q)
=N T Computing all N mocjlvel—to—query dis- | O(M N Fp)
tances : A= {d(X",Q)},_;

Ty Retrieve minimum K values from A to re- | O(N log K)

turn top-K videos using a priority queue
Ts Finding Vi« from top-K videos using | O(ToKFp+ K)
larger query signature Q)orig

Table 5.2: Time complexity of the various modules involved in computing A4 =
{d(X?, Q)}Z]\il (5.4), returning the top-K NN, and then finding the best matched
video Vj+ from them. F = Zf\il F;/N denotes the average number of vectors in a
model fingerprint. For the VQ-based schemes, the distance d(-,-) is replaced by
the distance dyg(-,-) (5.9), while the other operations involved remain similar.

5.5.2 Vector Quantization and Acceleration Techniques

From Table 5.2, it is observed that time T7; can be saved by pre-computing the
inter-vector distances. When the feature vectors are vector quantized, an inter-
vector distance reduces to an inter-symbol distance, which is fixed once the VQ
codevectors are fixed. Hence, we vector quantize the feature vectors and represent
the signatures as histograms, whose bins are the V(@ symbol indices. For a given
VQ, we pre-compute and store the inter-symbol distance matrix in memory.

We now describe the VQ-based signature creation. Using the CLD features
extracted from the database video frames, a VQ of size U is constructed using the

Linde-Buzo-Gray algorithm [84]. The distance d(-,-) (5.1) reduces to dyga(-,-)
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(5.5) for the VQ-based framework, where D is the inter-VQ codevector distance

matrix (5.6). Cs,, refers to the SX;;th codevector, i.e. the codevector to which the
J

VQ maps X;
M M
dVQM(Xia Q)= z; 1£n1<nF ||CS - CSQk H1 = - 1§jll<nF D(S)o Sor) (5.5)
where D(kq, ko) = ||Ck, — Ciyll1, 1 < ki ko <U (5.6)
Let ¢ = [¢1,¢2, - ,qu] denote the normalized histogram-based query sig-
nature (5.7) and x; = [z;1, %9, -+ ,2;,y] denote the corresponding normalized

model signature (5.8) for video V;.

G = {j:Sq, =k 1<j<M}/M (5.7)

Tig = Hi:Sxi=k 1<j<FE}/F (5.8)

Generally, consecutive video frames are similar; hence, many of them will get
mapped to the same VQ codevector while many VQ codevectors may have no rep-
resentatives (for a large enough U). Let {t1, o, ,tn,} and {n; 1, ni2, - ,ni,in}
denote the non-zero dimensions in ¢ and z;, respectively, where N, and N, de-
note the number of non-zero dimensions in ¢ and z;, respectively.

The distance between the VQ-based signatures z; and ¢ can be expressed as:

dvo(Ti, q) thk { min  D(, n”)} (5.9)

1<j<Ng,
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It can be shown that the distances in (5.5) and (5.9) are identical, apart from

a constant factor.

dvon (X', Q) = M.dvg(,7q) (5.10)

The model-to-query distance (5.9) is same for different model videos if their
VQ-based signatures have the same non-zero dimensions. For our database of
38000 videos, the percentage of video pairs (among (38300) pairs) that have the
same non-zero indices is merely 3.2 x 107%% [1]. A note about our VQ-based
signature - since we discard the temporal information and are concerned with
the relative frequency of occurrence of the various VQ symbols (one symbol per
frame), the signature is similar to the “bag-of-words” model commonly used for
text analysis and computer vision applications.

The distance computation involves considering all possible pairs between the
N, non-zero query dimensions and the /N, non-zero model dimensions. We pro-
pose a technique where the distance computation can be discarded based on a
partially computed (not all N,.N,, pairs are considered) distance - we call it
“Partial Distance based Pruning” (PDP) (Section 5.5.2). We then present two
VQ-based techniques (VQLS-A in Section 5.5.2 and VQLS-B in Section 5.5.2)

which use different lookup tables, utilize PDP for faster search and significantly

outperform the NLS scheme.
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Partial Distance Based Pruning (PDP)

We present a technique (PDP) that reduces time T3 (Table 5.2) by computing
only partially N model-to-query distances in A. This speedup technique is generic
enough to be used for both the un-quantized and the VQ-based signatures. We
insert a new distance in the priority queue L if it is smaller than the largest dis-
tance in the queue (Lg ). The logic behind PDP is that if the partially computed
model-to-query distance exceeds Lk o, the full distance computation is discarded
for that model video.

Let J(Xi, Q. k') be the distance between X* and the first &’ vectors of @ - this is
a partially computed model-to-query distance for & < M. If J(Xi, Q, k') exceeds
L2, we discard the model video signature X* as a potential top-K NN candidate
and save time spent on computing d(X*, Q), its total distance from the query.
Though we spend additional time for comparison in each distance computation
(comparing dA(Xi, Q. k') to L), we get a substantial reduction in the search time
as shown later in Figure 5.6.

When PDP is used in the un-quantized feature space, we call that method
as Pruned Linear Search (PLS). The total storage space required for PLS is also
O(NFp), like NLS. Since we do not consider all the M vectors of @ in most of
the distance computations, we have m < M vectors participating, on an average,

in the distance computation. Therefore, the time required to compute A, T;
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(Table 5.2) now reduces to O(mN Fp). The other computational costs are same

as that for NLS.

kl

d(X 0.k = Z{&%L“Fi X —Qk||1} (5.11)

For k' < M, d(X',Q,k) < d(X',Q.M), and d(X',Q, M) = d(X",Q)

A(X, Q. k) > L, = d(X*,Q) > Ly (5.12)

Vector Quantization based Linear Search - Method A (VQLS-A)

In VQLS-A, we pre-compute the inter-VQ codevector distance matrix D (5.6)
and store it in memory. We perform a full search on all the video signatures using
dvq(7i, ) (5.9) to find the top-K NN signatures - however, it directly looks up
for a distance between two VQ symbols in the matrix D (e.g., D(tg, n; ;) in (5.9))
and hence saves time (73; in Table 5.2) by avoiding the L distance computation.
This method also uses PDP for speedup. PDP in NLS implies searching along a
lesser number of query frames. Here, it implies searching along a lesser number
of non-zero query dimensions. Sorting of the non-zero dimensions of the query
signature results in improved PDP-based speedup. As in NLS, we maintain an

ascending priority queue L.

dvo(z], ¢, k) Zq {1<I]n<1%z ]D(tk,nm)} (5.13)
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where g 2> qgz - > Qry,, represents the sorted query signature. After considering
the first &’ non-zero (sorted in descending order) query dimensions, we discard the
distance computation if dAVQ(E-), G,k (5.13) exceeds Ly .

The storage requirement for D is O(U?). Let the average number of non-zero
dimensions in the VQ-based model signatures be F’, where F' = (3% N,.)/N.
We need to encode @ before search which incurs a time of O(MU). Since this
algorithm uses a constant time lookup of O(1), the complexity of T5 is reduced to
O(N,F'"). The time T3 to compute all the N model-to-query distances, without
PDP, is O(MU + N,NF"). Using PDP, the average number of non-zero query
dimensions considered reduces to N,, where N; < N,. The corresponding reduced
value of Ty is O(MU + N, N F'). The time needed to sort the query dimensions is

O(N,log N,), which is small enough compared to (MU + NN F").

Vector Quantization based Linear Search - Method B (VQLS-B)

This method obtains higher speedup than VQLS-A by directly looking up
the distance of a query signature symbol to its nearest symbol in a model video
signature (e.g., {mini<;j<n, D(t, 7 ;)} in (5.9)). Thus, the computations involved
in both T1; and Ty, (Table 5.2) can be avoided, hence reducing the time to find a
model-to-query distance to O(N,). We pre-compute a matrix D* € RV*U where

D*(i, k) (5.15) denotes the minimum distance of a query vector, represented by

202



Chapter 5. Querying Patterns in Multi-Dimensional Temporal Datasets

symbol k after the VQ encoding, to the i® model.

dvo(Zi.q) = thk (i, 1), using (5.9) (5.14)
where D*(i,¢,) = min D(t,n;;),l1 <i< N, 1<k<N, (5.15)
1<j<Ng,

VQLS-B differs from VQLS-A only in the faster distance computation using

D* instead of I; the distance CZVQ(E-), ¢, k') is now computed using (5.16) instead

dvo(z].q th*. (i,t%) (5.16)

There is an increase in the storage required for lookup - D* needs storage of
O(NU) but the time T3 to compute all the distances in A, without PDP, is now
reduced to O(MU+NN,). Using PDP, T reduces to O(MU+NN}), as explained
for VQLS-A in Section 5.5.2. Our experiments do confirm that this method has the
lowest query time among all proposed methods (Table 5.8), the only disadvantage
being that the storage cost (linear in V) may become prohibitively high for very

large datasets.

Storage Reduction for VQLS Methods

For a large codebook size U, the storage cost for the distance matrix D can be
significantly high. The solution is to perform a non-uniform scalar quantization

(SQ) on the elements in D. Suppose, we have used a SQ of codebook size Uy. In
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that case, we just need to send the quantizer indices (each index needs [log,(U7)]
bits) and maintain a table of the U; SQ centroids. Depending on the codebook
size used, the memory savings can be substantial - without quantization, each
element is a double needing 8 bytes = 64 bits. Our experiments have shown
that we can do without very high resolution for the distance values and a 3-bit
quantizer also works well in general. A low-bit scalar quantizer has also been used

for the elements in D*, where the storage needed is O(NU).

VQLS-A VQLS-B
T, || O(MU + N'NF) O(MU + NN/
Storage U2.ng’A/2+NF,bVQ+64.KFp+ NUbSQJg +64.KFp+64.2bSQ’B —+
64.2b52.4 4 64.18.2v@ 64.18.20ve

Table 5.3: Runtime needed to compute all the model-to-query distances (73)
and storage (in bits) are compared for VQLS-A and VQLS-B.

We present a quick comparison of the two VQ-based search methods, VQLS-
A and VQLS-B, in Table 5.3. The time complexity has already been explained
while introducing the methods. Here, we elaborate on the storage complexity. For
VQLS-A, the storage cost for D is U?.bgg.a/2 where 2524 is the SQ codebook
size used to encode the elements in . The SQ codebook is stored with a cost
of 64.2°s@.4 bits. The storage cost for all the non-zero dimensions in the model
video signatures is NF'by g where the CLD features are quantized using a VQ of
size 2°vQ. The storage size for the V(Q that is used to encode the CLD features

= (64.2bv@.18) bits = 9.43 MB (for byg = 13). For VQLS-B, the storage cost for
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D* is NUbgq g where 295Q.8 is the scalar quantizer size used to encode the NU
members in D*. The storage cost for the unquantized signatures of the top-K
model videos returned by the first pass is 64.K Fp, where the video signatures are

assumed to have F' feature vectors on an average.

5.5.3 Search Algorithms with Dataset Pruning

The VQLS schemes described above consider all the N model videos to return
the top-K NN videos. Further speedup is obtained by reducing the number of
model videos accessed during the search. We present two dataset pruning methods
for VQ-based signatures. The first method (VQ-M1) guarantees that the same
top-K NN videos are returned even after pruning, as using naive linear search.
The second method (VQ-M2) is an approzimation of the first and achieves much
higher pruning, though it is not guaranteed to return the correct top-K NN. The
model-to-query distance (for the videos retained after pruning) can be computed

using VQLS-A or VQLS-B (with PDP), for both VQ-M1 and VQ-M2.

Method VQ-M1

VQ-M1 uses a multi-pass approach for pruning. The logic is that for a given
query, the model videos which are nearest to it are likely to have some or all of

the non-zero dimensions, as the query signature itself, as non-zero.
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The pre-computed information needed for VQ-M1 is listed below.

e We store a proximity matrix P € RY*Y which stores the U nearest neighbors,
in ascending order, for a certain VQ codevector, e.g., P(i,j) denotes the j%* NN
for the i'" VQ codevector. For U = 8192(2!3), the storage cost of P = U2.13 bits
(each of the U? terms represents an integer € [0,2' — 1] and hence, is represented
using 13 bits, giving a total storage cost of 109 MB).

e We also maintain a distance matrix D’ € RV*Y which stores the NN dis-
tances, in ascending order, for each VQ codevector. Here, D'(7, j) denotes the
distance of the {P(7, j)}'" codevector from the i VQ codevector, i.e. IV(i,]) =
D(i,P(4,5)). We do not need to store I’ explicitly as it can be computed using D
and P.

e We also store U clusters {C(i)}._,, where C(i) denotes the cluster which
contains those model video indices whose signatures have the i** dimension as
non-zero. The storage cost for 8192 clusters containing 38000 videos (the total

model video dataset size for our experiments as mentioned in Section 5.6.1) is

found to be equal to 6.3 MB.
Cli)={j:2;; >0, 1<j< N} (5.17)

We now provide a list of symbols used in VQ-M1 (Algorithm 10) along with
their definitions:

e S;: the set of distinct model videos considered in the 4t pass,
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e (i the set of non-zero query dimensions, where G = {ty,t2,- -+ . tn,},
e d;: the minimum of the distances of all non-zero query dimensions to their

7" NN codevectors,

d? = min D (t, j) (5.18)

treG

e Aj: the set of distinct VQ indices which are encountered on considering the
first j NN for all the elements in G. Therefore, (A; \ A;_;) denotes the set of
distinct (not seen in earlier passes) VQ indices encountered in the j* pass, when
we consider the j* NN of the elements in G.

We maintain an ascending priority queue L of size K, for the K-NN videos,
which is updated after every iteration. In the first iteration, we consider the
union of the clusters which correspond to the non-zero query dimensions. We
consider all the model videos from this union for distance computation. For the
1%t iteration, df equals 0 and the second iteration is almost always required. In
the j* iteration, we find the j-NN codevector of the non-zero query dimensions
and the new codevectors (not seen in the earlier iterations) are noted. We obtain
the new model videos which have common non-zero dimensions with these newly
encountered dimensions and consider them for distance computation. For the j*
iteration, we terminate the search for top-K NN if df > Lo (or if all the N model
videos have already been considered). For a formal proof that we are assured of

finding the correct top-K NN if d5 > L, see [1]. If the terminating condition
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is satisfied at iteration j=J, the sequence of model videos considered is given by
{S1,Sq,---,S;_1}.

We find that the maximum number of iterations (J) needed to obtain all the
K-NN for a given query increases with both K and the fractional query length
(¢), as shown in Table 5.4. For example, from Table 5.4, for K=10 and ¢ = 0.10,
the value of J is 500. Since we consider the j-NN for a VQ codevector at the j*
iteration, the number of NN that needs to be stored for each codevector equals
the maximum number of iterations (J). Hence, the corresponding storage cost
for P reduces to (500/8192).109 = 6.65 MB. We refer to this fraction (J/U) as
F(K,0) (a function of K and ¢) when referring to the effective storage cost of P,

as used later in Table 5.8.

K [ Jawgl=] Tl = [ Javg(t=] J( = [ Jawg(b=] J(t =
0.05) |0.05) | 0.10) |0.10) | 0.50) |0.50)
10 |2 450 3 500 31 1300
50 || 4 750 9 850 62 1600
100 || 8 950 17 1000 || 82 1750

Table 5.4: Average Ju,, (averaging over all queries) and maximum number of
iterations J for varying fractional query lengths (¢, whose value is shown in paren-
theses) and K, for U = 8192. Both J,,, and J increase with K and /.

We compare the dataset pruning obtained using DBH [6], trained using our
distance function, with that of VQ-M1 (Table 5.5) 2. Tt is observed that the prun-

ing obtained using VQ-M1 is significantly higher than that obtained using DBH.

2The DBH implementation is courtesy Michalis Potamias, a co-author in [6].
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Algorithm 10 Algorithm for VQ-MT1 - here, unique(F) returns the unique (with-
out repeats) elements in

In: N model video signatures, 7; € RV, 1 <i < N
In: the query signature ¢, and lookup matrices P and I’ (along with the lookup tables

needed by the distance computation method VQLS-A/B)

Out: Best sequence to search N videos for top-K NN and also top-K NN (model video

o

10:
11:
12:
13:

14:

15:
16:

17:

18:

19:
20:

indices)
Initialization: (1%¢ pass)
G = {t1,t2,--- ,tn,}, the non-zero query dimensions

A1 = G, set of 1-NN of elements in GG is G itself

S1 = Ui<i<n, C(ti), set of model videos having at least 1 non-zero dimension from
o <i<

di = ming, cc{D'(tg, 1)} =0

: We maintain an ascending priority queue L of length K, based on the elements in Sy,

where dyq(7;, ¢) is found using (5.9) or (5.14), depending on whether VQLS-A/B
is being used.
End of 1% pass
for j =2 to U do
d; = ming, e {D’(tx, j)}, minimum distance between non-zero query dimensions
to their j** NN
if Lgo <dj or Zi:l ISk| = N (all model videos have been considered) then
break;
end if
B;=P(t;,7), 1 <i < N,, B = set of VQ indices which are j*» NN of elements in
G
E =B\ Aj_1, E =unique(E), set of VQ indices that are j» NN of elements in
G and were not seen in earlier iterations
Sj = U1§i§|E| C(Ez)
S; =S5\ U1§i<j S;, set of all model videos not seen in earlier iterations and
having at least one element in F as a non-zero dimension
Aj = A;_1 UE, set of all VQ indices which belong to one of the top j-NN for
elements in G
Update the priority queue L based on the elements in S;
end for
return the sequences observed so far {S;,So, -+ ,Sy_1} (assuming that the search
terminates at iteration j = .J) and top-K NN from the priority queue L
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For DBH, the pruning obtained depends on the allowed error probability (perror)
- we report results for p...., of 0.05. As mentioned earlier, we are guaranteed

(Perror=0) to return the top-K NN using VQ-MI.

¢ [VQ VQ- VQ- DBH(K | DBH(K = | DBH(K =
MUK = | MI(K = | MI(K = | = 10) 50) 100)
10) 50) 100)
0.05 || 15.03 20.52 23.90 71.85 78.37 81.97
0.10 || 21.22 27.23 30.83 73.64 80.93 82.13
0.50 || 42.04 4821 51.51 78.16 81.40 83.24

Table 5.5: Comparison of the percentage of model videos retained after dataset
pruning for VQ-M1 with that obtained using DBH, for different fractional query
lengths (¢) and K. For DBH, peyor = 0.05 is used.

Method VQ-M2

Based on empirical observations, we assume that the signature of the duplicate
video, created from a subset of frames in the original video with noise attacks
on the frames, will have common non-zero dimensions with the original model
video signature. Hence, the list of model videos considered for K-NN candidates
corresponds to S1, the sequence of videos returned by the first iteration of VQ-MT1.
Thus, VQ-M2 is a single iteration process.

This method introduces errors only if there is no overlap between the non-zero
dimensions of the query and the original model video, i.e. if the best matched
video index i* ¢ S;. When the noise attacks introduce enough distortion in the

feature vector space (so that non-zero query dimensions may not overlap with
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the non-zero dimensions of the original model signature), a simple extension is to
consider P NN (P > 1) across each non-zero query dimension. Thus, P should
increase with the amount of distortion expected, and pruning gains decrease with
increasing P. The number of videos in §; and the storage cost for the proximity
matrix P (defined for VQ-M1) depend on P. For P > 1, the storage cost for P is
O(UP).

The sequence Sy, for P > 1, is obtained as follows (for VQ-M1, S; corresponds

to P=1):

Sy = U C(t;) using (5.17), for P =1

1<i<N,
S, = U C(j) using (5.17), where B = U P(t;, k), for P> 1
jeB 1<i<Ng,1<k<P

In Figure 5.4, we compare the dataset pruning obtained for different choices of
P, fractional query lengths, and using different number of keyframes for creating
the query signatures. Using a higher fraction of query keyframes (AM/Ty), the
pruning benefits are reduced, as more model videos are now considered due to the
higher number of non-zero query dimensions. The percentage of videos retained
after VQ-M2 based pruning is 3% and 7.5%, for 10% length queries, for P = 1 and
P = 3, respectively. From Table 5.5, the corresponding pruning obtained using

VQ-M1 varies from 21%-31% as K is varied from 10-100.
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Figure 5.4: Comparison of the fraction of model videos retained after VQ-M2
based pruning, for varying fractional query lengths, and using different sized query
signatures. The number of cluster centers for the query is fixed at 2% and 10%
of the number of query frames, after temporal sub-sampling, i.e. M/Ty = 0.02
and 0.10 (notations as in Figure 5.1) for the 2 cases. (a) Pruning using P=1. (b)
Pruning using P=3.

For dataset pruning, we have presented two methods: VQ-M1 and VQ-M2. We
present a quick overview of these methods through Table 5.6, where we compare

heir runtime and storage requirements. 7T,,.1 an -0 refer to the time neede
th t 1 st ts. T, d Ty fer to the t ded

for dataset pruning for VQ-M1 and VQ-M2, respectively.

Tor T3 Ty Storage

VQLS- 0 O(MU + N/ NF’) O(NlogK) | U%bsg.a/2 +

A NF'byg + 64.KFp +
64.205@.4 + 64.18.2%ve

VQ- Tpr1 | O(MU + N)Npri F') | O(Nprplog K) | U213.f(K,0) + 6.3

M1(A) MB (for byg = 13) +
storage(VQLS-A)

VQ- Tpro | O(MU + N[ NproF') | O(Npr2log K) | 6.3 MB (for byg = 13)

M2(A) + storage(VQLS-A)

Table 5.6: Comparison of query time (in terms of 7)., T3, and T) and storage
(in bits) for VQ-M1 and VQ-M2.
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For VQ-M1(A), the additional costs, over that of VQLS-A, needed for pruning
are U2.13.f(K, () (the cost for maintaining the proximity matrix P) and 6.3 MB
(the cost for maintaining the 8192 clusters). For VQ-M2(B), the proximity matrix
P is not needed. The number of model videos retained after pruning are denoted
by N1 and Np.o for VQ-M1(A) and VQ-M2(A), respectively. This helps to
reduce T3 and Ty, which are defined in Table 5.2. The pruning obtained by VQ-
M1 and VQ-M2 are determined at runtime depending on the query and we have
numerically compared the pruning achieved using Figure 5.4 and Table 5.5. To
reiterate, VQ-M1 is an iterative process (e.g., we need J > 1 iterations) while

VQ-M2 is a one-pass process. Thus, in general, T}, ;1 > T}, o and N1 > Np.o.

5.6 Experimental Setup and Results

Section 5.6.1 explains the dataset creation for duplicate detection. We have
performed a variety of noise attacks and we empirically compare the duplicate
detection accuracy over these attacks. Section 5.6.2 presents the comparison of
the different speedup techniques proposed for improving the coarse search. Sec-
tion 5.6.3 shows how our distance measure outperforms other histogram-based

distances for VQ-based signatures.
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5.6.1 Dataset Generation and Evaluation of Duplication

Attacks

Two online video repositories www. metacafe. com and www. youtube. com
are crawled to obtain a database of 38000 model videos, worth about 1600 hours
of video content. A randomly chosen subset of 1200 videos (=~ 50 hours of con-
tent), is used to generate the query videos. We perform various modifications on
the decoded query frames for each of these 1200 videos to generate 18 duplicates
per video. We empirically observe that the CLD feature is robust to the discussed
modifications. The number of duplicates for each noise class is shown in paren-
theses.

e Gaussian blurring using a 3 x 3 and 5 x 5 window, (2)

e Resizing the image along each dimension by a factor of 75% and 50%, re-
spectively, (2)

e Gamma correction by -20% and 20%, (2)

e Addition of AWGN (additive white Gaussian noise) using SNR of -20, 0, 10,
20, 30 and 40 dB, (6)

e JPEG compression at quality factors of 10, 30, 50, 70 and 90, (5)

e Cropping the frames to 90% of their size (1).
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The frame drops that are considered can be random or bursty. We simulate
the frame drops by creating a query video as a fraction (2.5%-50%) of the model
video frames. The duplicate detection accuracy after the individual noise attacks
is shown in Table 5.7.

Re-encoding Attacks: The downloaded videos are originally in Flash Video
Player (FLV) format and they are converted to MPEG-1 format to generate the
query video. We have also re-encoded the video using MPEG-2, MPEG-4, and
Windows Media Video (WMV) formats. The CLD feature is robust against global
attacks induced by strong AWGN and JPEG compression attacks and hence, ro-
bustness is expected against video re-encoding attacks - this is also experimentally
verified. For MPEG-4 compressed videos, we experiment with varying frame rates
(5, 10, 20, 30, 40 and 80 frames/sec) and the average detection accuracy is 99.25%
- the results remain almost constant for different frame rates.

Color to Gray-scale Conversion: We have also converted the model video
frames from color to gray-scale to create the query - here, the Y component is
slightly modified. For gray-scale videos, we consider the first 6 dimensions of
the CLD feature, which correspond to the DCT terms for the Y channel, as
the effective signature. The decision to use 6 or 18 dimensions is made based on
whether dimensions 8-12 and 14-18 (AC DC'T coefficients for Cb and Cr channels)

are all zero, i.e. it is a gray-scale frame. If frames of a different video are added
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to the query video, then as the percentage of inserted frames (from other videos)
increases, the detection accuracy decreases significantly as shown in Figure 5.5.
Logo and Caption Insertions: We have also experimented with logo and
caption insertions. The initial logo considered is a 60 x 90 binary patch with 700
pixels (they constitute the logo pattern) being set to 1. We then resize the logo
to 5%, 10%, 15% and 20% of the image size. We superimpose the logo pattern
on the bottom leftmost part of the image and the image pixels, whose positions
coincide with the 1’s in the logo, are set to zero (black logo). For the caption
insertion, the original block of text can be captured in a 50 x 850 binary patch
where 2050 pixels (constituting the caption) are set to 1. We then resize the
caption such that it can span a different number of columns (30%, 50%, 70% and
90% of the image size). The same principle is used to modify the image as in the
logo insertion example. The coarseness of the CLD feature explains its relative
robustness against logo and caption insertions. The averaging of the entire image

to an 8 x 8 representation dilutes the effect of local changes.

5.6.2 Empirical Evaluation of Various Proposed Algorithms

We analyze the performance of the proposed algorithms for duplicate detection.

The final detection accuracy, for a certain query length, is obtained by averaging
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Attack Error Attack Error
blur 0.0114 resize 0.0111
JPEG 0.0125 crop 0.0145
(blur+resize) 0.0119 (AWGN+crop) | 0.0156
MPEG-2 0.0098 MPEG-4 0.0088
logo (5%) 0.0140 Togo (10%) 0.1780
caption (30%) 0.0155 caption (50%) 0.0190
Attack Error Attack Error
gamma 0.0221 AWGN 0.0113
(blur 4 crop) 0.0154 (resize + crop) | 0.0148
(gamma + crop) | 0.0243 | (AWGN + resize) | 0.0128
WMV 0.0076 gray-scale 0.0388
logo (15%) 0.0198 logo (20%) 0.0228
caption (70%) | 0.02301 caption (90%) 0.0288

Table 5.7: Detection error obtained using CLD features, for individual noise
attacks, averaged over fractional query lengths from 2.5%-50%. and over varying
parameters for a given attack, are shown.

over all the (1200 x 18) noisy queries, where the 18 duplication schemes were
introduced in Section 5.6.1.

e Firstly, we show the speedup obtained using PDP, by comparing PLS (NLS
+ PDP) with NLS, and comparing VQLS-A and VQLS-B schemes, with and
without PDP (Figure 5.6). It is also seen that the VQ-based schemes significantly
outperform NLS and PLS, that use un-quantized features.

e Secondly, we show the performance improvements obtained using VQ-M1(A)
and VQ-M2(A), in place of VQLS-A, and using VQ-M2(B) in place of VQLS-B -
these methods achieve additional speedup through dataset pruning (Figure 5.7(a)

and 5.7(b)).
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Speedup Obtained Using PDP: We show the runtime needed (73+17} from
Table 5.2), with and without PDP for NLS, VQLS-A and VQLS-B schemes, in
Figure 5.6(b-1), (b-2) and (b-3), respectively, to return the top-K model videos. Tj
is reduced by using PDP. T, = O(N log K) increases with K and thus, the effective
runtime saving decreases as K increases. PDP provides significant runtime saving
so that “with pruning: K = 100" takes lesser time than “without pruning: K =
10”. Also, comparing (b-2) and (b-3) with (b-1) in Figure 5.6, we observe that the
runtime needed by VQLS-A and VQLS-B (with PDP) is much lower than that

for PLS and NLS.

(a) Model fingerprint size = 5x

el =
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Figure 5.5: Variation of the detection accuracy with varying levels of video clip
(from a different video) insertion - a fractional query length of 0.1 means that the
query consists of 10% frames present in the (original query + inserted video clip).
Model fingerprint size = 5x.

Speedup Obtained through Dataset Pruning: We observe the runtime

saving obtained through dataset pruning (using VQ-M1 and VQ-M2) using VQLS-

218



Chapter 5. Querying Patterns in Multi-Dimensional Temporal Datasets

Acwithout pruning: K=10| (b-1) Results using NLS and PLS
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Figure 5.6: Runtime improvements due to PDP are shown for the PLS and VQ-
based linear search schemes: (b-1) results using NLS and PLS; (b-2) results using
VQLS-A - with and without pruning; and (b-3) results using VQLS-B - with and
without pruning. “Pruning/ no pruning” indicates whether or not PDP has been
used. Here, runtime = (73 + Ty) is the time needed to return the top-K model
videos after the first pass.

A and VQLS-B for the model-to-query distance computation, in Figure 5.7(a) and
5.7(b), respectively. PDP is employed for all the methods and “prune/no prune”
denotes whether or not we employ dataset pruning methods (VQ-M1 or VQ-M2).

e For VQLS-A, the runtime comparison for the different methods is: VQLS-A >
VQ-M1(A) > VQ-M2(A). Hence, using dataset pruning results in significant

speedup (Figure 5.7(a)).
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e For VQLS-B, the use of the lookup table D* reduces runtime significantly,
so that the time required for the iterative pruning technique (VQ-MT1) is higher
than the runtime without pruning, especially for higher values of K and longer
queries. Hence, for VQLS-B, for fractional query lengths exceeding 0.10, the run-
time comparison for the various methods is: VQ-M1(B) > VQLS-B > VQ-M2(B)
(Figure 5.7(b)).

Storage and Time Comparison: We present the variation of the detection
accuracy with query time, along with the associated storage costs, for the various
methods in Table 5.8. The query length (¢) considered is 10% of the actual
model video lengths. [t is seen that among methods with higher storage costs
(using D*, where storage < N ), VQ-M2(B) has the minimum query time while
for methods with lower storage costs (using D, where storage o< U?), VQ-M2(A)
has the minimum query time. The various values used in Table 5.8 are F' = 25,
F' =18, byg = 13, bsga = 3, bsgz = 3, N = 38,000 (dataset size) and

U = 8,192 (VQ size).

5.6.3 Comparison of Other Histogram based Distances for

VQ-based Signatures

We compare our distance measure between the VQ-based signatures with the

L, distance (dr;), an intersection based distance (d;,;), the cosine distance (dgs)
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Index Method K Storage (bits) Storage (MB) £ =0.10
Query Time(s) | Accuracy
1 NLS 10 64.NFp 133.47 0.42 0.989
NLS 50 0.43 0.994
2 PLS 10 64.N F'p 133.47 0.27 0.989
PLS 50 0.28 0.994
3 VQLS-A 10 64.18.2°vQ (9.43 22.91 0.096 0.883
MB) +
VQIS-A 50 | U2bsg.a/2 + 23.06 0.102 0.958
NF'by g
VQLS-A 100 | +64.KFp + 23.24 0.109 0.969
64.205Q.4
1 VQ-MI(A) | 10 | U%13.f(K,f) + | 35.86, 46.51 0.048 0.883
6.3 MB +
VQ-M1(A) 50 U2.bsQ7A/2 + 40.67, 50.65 0.065 0.958
NF’bVQ—i-
VQ-M1(A) | 100 | 64.KFp + | 42.85, 52.83 0.076 0.969
64.2b5Q,4 +
9.43 MB
5 VQ-M2(A) 10 9.43 MB + 29.21 0.014 0.883
cluster cost (6.3 MB)
VQM2(A) | 50 | +U%bso.a/2 + 29.36 0.020 0.958
NF'byq
VQ-M2(A) | 100 | +64.KFp + 29.54 0.024 0.969
64.2b5Q,4
6 VQLS-B 10 9.43 MB + 123.36 0.012 0.883
VQLS-B 50 NUbsq,B + 123.51 0.015 0.958
64.K F)p
VQLS-B 100 | +64.2%sQ.8 123.69 0.019 0.969
7 VQ-M2(B) 10 9.43 MB + 129.66 0.010 0.883
cluster cost (6.3 MB)
VQ-M2(B) 50 +NUbsq,B + 130.26 0.013 0.958
64.K Fp
VQ-M2(B) 100 | +64.2°s@.B 130.99 0.016 0.969

Table 5.8: Comparison of all the 3 parameters - detection accuracy, query time
(expressed in seconds), and storage, for the different methods, at varying K.
Query time equals (73 + Ty + T5) (along with the time for k-means-clustering
to obtain @ from @, and the time for sorting the query dimensions). Unless
otherwise mentioned, the elements are stored in ”double” format (=64 bits). The
storage cost of VQ-M1(A) depends on the fractional query length (¢): thus, for
K =10, the storage cost equals 35.86 MB for ¢ = 0.10.
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Figure 5.7: Runtime improvements due to pruning in the model video space,
for VQLS-A and VQLS-B, are shown. By “no prune’, we mean that pruning in
model video space (VQ-M1 or VQ-M2) is absent, while PDP is used for all the
methods. Significant runtime savings are obtained for VQ-M1(A) and VQ-M2(A)
over VQLS-A (Figure a) and for VQ-M2(B) over VQLS-B (Figure b).(a) Results
with and without dataset pruning for VQLS-A. (b) Results with and without
dataset pruning for VQLS-B.

and the Jaccard coefficient based distance (dj,.), which was used for copy detec-

tion in [25]. The different distance measures are defined here:

U U
dint(T, ) = 1= min(@ig, @)y deos(T, T) = O 2505) /(T T []5)

k=1 j=1
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U .
. min(z; j.
Jaccard coefficient Jeperr = Z M

, and dje. = —J,
1 max(a:i,k, qk) ) Jac coef f

The performance comparison of the different distance measures (Figure 5.8)
shows that the detection accuracy using dy is significantly higher than the other
distances, especially for small query lengths. For our proposed measure, the effec-
tive distance is the sum of distances between “query vector to best matching vector
in model signature”. For traditional histogram-based distances, the effective dis-
tance is computed between corresponding bins in the model and query signatures
- this distance is small only when the query signature is similar to the entire model
signature, which is true mainly for longer queries. Hence, the advantage of using

our asymmetric distance is more obvious for shorter query lengths.

095 (a) Detection Accuracy for different distances (K = 10) (b) Detection Accuracy for different distances (K = 100)
e — — 095 4{/; X
..085 (/‘ *— / /l'/
S 08 */‘ _— § 0.9 /‘
g 0.75 ] § // _——9
< s Using dVO 2 085l ‘/
'§ 0.7 Ausingdegg |- _5_ /l'/ #using d,
‘§ 0.65 / @usingdy, || 8 os ‘/ Ausingd_
a 0 ./ Feusingd 8 / @usingd,
0.75 Jeusingd, |
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Figure 5.8: Comparison of the detection accuracy obtained using the different
VQ based distances, for K = 10 and K = 100, is shown. Results using d;,; and
dry are near-identical and so, only dr; based results are shown. Results using dy¢
are significantly better than that using d..s (which in turn performs better than
dr1 and dy,.) at smaller query lengths. (a) Detection results for various distances
(k=10). (b) Detection results for various distances (k=100).
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5.7 Duplicate Confirmation

After finding the best matched video Vj«, we discuss a distance threshold
based (Section 5.7.1) and a registration-based (Section 5.7.2) approach to con-

firm whether the query is a duplicate derived from V.

5.7.1 Distance Threshold based Approach

The training phase to obtain the distance threshold involves finding the 1-NN
and 2-NN distances for 1200 query videos, over various noise conditions and query
lengths. The distance between X', the fingerprint of the 1-NN video Vj-, and the
larger query signature Quri4, is computed using (5.1) and is normalized by the
query length Ty, so as to make the threshold independent of the query length.
Thus, the effective 1-NN distance equals {d(X %", Qorig)/To}- Since the same 1200
videos were considered as the model videos, the 1-NN always refers to a duplicate
video and the 2-NN to a non-duplicate one. Ideally, the threshold §, should be
such that all the 1-NN (or 2-NN) distances are less (or greater) than it. By equally
weighing the probability of false alarm Pr4 (wrongly classifying the 2-NN retrieval
as a duplicate) and missed detection Pyp (failing to classify the 1-NN retrieval
as a duplicate), the threshold ¢, is empirically set at 230 - distribution of 1-NN

and 2-NN distances and illustrative explanation of threshold selection are shown

224



Chapter 5. Querying Patterns in Multi-Dimensional Temporal Datasets

in [1]. The corresponding Pr4 and Pysp values equal 0.07. Depending on whether
the emphasis is on minimizing Pry or Pyp, 05 can be decreased or increased,
accordingly.

For verifying the effectiveness of the distance threshold, we repeat the duplicate
detection experiments on an unseen dataset of 1700 videos (= 75 hours of video),
all of which are different from the model videos. For each video, 18 duplicates are
created as in Section 5.6.1. Using a threshold d, of 230, 3% of the videos were
classified as “duplicates” - for them, the 1-NN distance is less than d;.

For those cases where the query-to-model distance is very close to the threshold
Jds, we use a registration-based approach (Section 5.7.2). The registration method
is computationally intensive but is more accurate in determining if the query is

indeed a duplicate of the retrieved candidate.

5.7.2 Registration based Approach

In this approach, we need to know which model keyframe should be consid-
ered for registration for a given query keyframe. While computing the distance
d(X", Qurig) in the second pass of the search process, we have already obtained
the best matching vector in the model signature (X € RF#**P) for every query
vector in Qrig. What we now need is a way to map every model (query) vector

to its corresponding keyframe. This is done as follows. Considering the cluster
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centers (X%) obtained after k-means clustering on the feature matrix (Z%"), we
can find which vector in Z%" best matches to a certain vector in X* - the frames
corresponding to the selected vectors in Z% constitute the model keyframes.
Registration method: First, a set of salient points is detected in the respec-
tive frames. Then the SIFT feature descriptor is computed locally around those
points followed by establishing correspondences between them by computing the
distance in the SIFT feature space. As this usually yields a lot of false matches
(more than 50% in some scenarios), RANSAC [42] is included in this framework
to filter out the bad point correspondences and to get a robust estimate of ho-
mography parameters. Finally, we conclude that the query video is a duplicate of
Vi« if majority of the query frames (approximately 70% in our case) can indeed
be registered with the best matching keyframes in V.. This fraction (70%) can
be increased or decreased depending on whether the emphasis is on minimizing

PFA or P]\/[D-

5.8 Discussion

Here we have addressed the duplicate video detection problem. We empiri-
cally selected CLD for fingerprinting as it was robust to the duplication attacks.

However, if there is extensive cropping, padding, or rotation/shear, salient point-
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based descriptors can be more effective. We developed a new non-metric distance
measure which is very effective for short queries. This distance measure has high
computational complexity as it computes the distances between all model-to-query
keyframe pairs. We reduce the computational cost using pre-computed informa-
tion, partial distance based pruning and dataset pruning. This distance measure
can be explored in other domains which require subset matching. The proposed
dataset pruning method has been effective for our distance function and VQ his-
togram based signatures. It would be interesting to study how well the pruning

method generalizes for histogram-based distances.

5.9 Conclusions

The problem of fast and real-time duplicate detection in a large video database
is investigated through a suite of efficient algorithms. We retrieve the duplicate
video for about a minute long query in 0.03 sec with an average detection accuracy
of over 97%. Our proposed distance measure is shown to perform very well when
the query is a noisy subset of a model video and keyframe-based signatures are
used. In the future, we will explore how the duplicate detection system scales to

larger sized datasets.
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In our problem, we have assumed that the query is entirely constituted from
a model video. If, however, a query contains portions of multiple videos, the
same asymmetric distance will not be effective. In that scenario, one can con-
sider disjoint windows (of suitable length) of the query video and issue multiple
queries. The aim is to identify the model to which a certain query window can be

associated. This topic will be explored in future.
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Chapter 6

Efficient Computation of
Statistical Significance of Query
Results in Databases

Queries such as database similarity searches return results satisfying certain
properties of distances or scores. However, for domain scientists, the absolute
values of scores are seldom sufficient. Statistical significance or p-value of the
result is a more useful criterion. Further, most database systems support queries
that have multiple attributes or objects. The score of the result is an aggregate of
the individual scores. The simple way of calculating the p-value by enumerating
all random possibilities fails for large database and query sizes. We propose an
efficient method to calculate the approximate p-value of a multi-attribute result
when the distribution of scores for the database objects is non-parametric. Exper-

imental evaluation on large databases shows that our method is practical, runs 5
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orders of magnitude faster than the basic approach, and has an error of less than

5% in p-value computation.

6.1 Motivation and Problem Statement

Many database systems retrieve results based on some distance or score mea-
sure between the query object and the database objects. Score is a quantitative
measure of the similarity between objects based on multiple attributes. It has
been widely used for ranking results in content-based multimedia retrieval sys-
tems. However, with the growing interest in analyzing the results of a database
similarity query, computing rigorous statistical properties of the results is more
meaningful.

Statistical significance helps the domain scientists in understanding the nature
of the query and the statistical properties of the database objects. The most well
known example is BLAST [3]. A standard measure of statistical significance is
the p-value. The p-value of score s of a query result from a database is defined
as the probability of randomly obtaining a result from the database with a score
s or higher for the same query. It is the area under the probability distribution

function (pdf) of the scores of random objects greater than s.
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For a database management system (DBMS) serving single object queries, the
score pdf can be characterized or calculated, and so, the p-value can be computed.
However, there are database systems of complex objects where each object consist
of multiple attributes or components. Such systems support queries with multiple
attributes or objects and the score of a result is some aggregate function (e.g.,
sum) of the individual scores of each query component against its corresponding
result component [40]. These queries are common for region based image retrieval
(RBIR) systems [32] and information retrieval systems [109]. For example, in
an RBIR system, a query region is composed of a number of sub-regions (e.g.,
tiles) [30, 117]. The database images are also split into sub-regions. Each compo-
nent sub-region has a corresponding score of its match with a query sub-region.
The score of a result is the sum of the individual scores.

For a given query object @ of size r, a random database for computing the p-
value can be modeled by considering all possible aggregates of size r composed of
components from the database. To find the p-value, we need to calculate the score
pdf for this random database. This simple method has a running time that grows
exponentially with database size and query size and is, therefore, impractical.
In this chapter, we propose and solve the following problem: “Given a query @
composed of v objects Q;,t = 1,--- ,r, database objects D;,j = 1,--+ ,n, scoring

functions f; : Q; x D — R, compute the p-value of obtaining a score s for a result
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R = U_|R;, where s = Y ._, f(Qs, R;), for a random database of objects, each
having r component objects.”

Methods have been proposed for obtaining a single measure of statistical sig-
nificance by combining the individual p-values. For example, the method in [34]
requires finding the correlation among the attributes, which is done by sampling
for large datasets. We adopt a more direct approach. We find the sum pdf of the
individual pdfs of the components of the query. Then we calculate the p-value
from this sum score pdf. Since score pdf of each component is independent of the
other, this pdf is the convolution of all the individual pdfs. For most databases,
the nature and the parameters of this pdf cannot be computed. We consider
such cases where the probability distribution function of the cumulative scores is

non-parametric.

6.2 Algorithm

For a multiple object query, the p-value can be found from the sum pdf of its
components. The basic approach of calculating the sum pdf is to calculate the
pdf of each query component and then find their convolution. Two score pdfs
h; and hs can be convoluted to produce the sum score pdf h: the probability

corresponding to score s considers all possible scores s; and so from hy and hg
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Algorithm PRUNE

Input: Query @ = U]_,Q;, Score s, Database D, Number of bins b
Output: P-value p

l.fori=1tor

2. D; := 1-NN(Q;, D)

3. h; := BinHistogram(D;, b)

4. end for

/* 0; is the sum pdf of bin histograms 1,--- i */

5. 01 := hy

6. fori=2tor

7. B(o;) == s = >,  max(hy)

8. B(h;) := B(o;) — max(0;_1)

9. B(oi-1) := B(o;) — max(h;)

10. o, := Convolute(all bins 0,_4 ; > B(0;_1), all bins h; ;, > B(h;))
11. end for

12. p := Sum of probabilities in all bins o, ; > s

Figure 6.1: The PRUNE algorithm.

such that s = s; + so. The cost of computing this convolution is, thus, quadratic
in the number of distinct scores in the constituent pdfs. Hence, we can see that
the convolution of multiple pdfs incurs a multiplicative cost on the size of the
pdfs, and therefore, can be large. Assume that a query has r components, and
each component has b distinct score values. The convolution of the first two
components requires b x b = b operations and produces up to b* distinct scores.
Convoluting this result with the third component requires b? x b = b® operations,

and so on. The total running time, therefore, is b x b x -+ x b= O(b").
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In order to speed up the p-value computation, we consider the two aspects
of the problem—computing the score distribution for each query component and
convoluting the distributions—separately. The first sub-problem is handled by
pre-processing and maintaining a separate score pdf for each object component
in the database. This can be done offline. For each component of the query, we
approximate its score pdf by the pdf corresponding to its nearest component in
the database. The nearest database component can be retrieved very efficiently
by indexing the feature vectors of the objects using R-trees [52].

To efficiently convolute the pdfs and compute the p-value, we developed an
approximation technique PRUNE (Figure 6.1). There are three main steps in the
algorithm: (i) Use histograms to approximate the score probability distribution
functions of each query object, (ii) Progressively cascade the convolution of query
object histograms to obtain the score histogram for the entire query, and (iii) Use

bounds to convolute the histograms. We next explain each step in detail.

6.2.1 Use of Histograms to Approximate Distributions

Since the cost of convoluting two pdfs is a quadratic function of the number of
distinct values in the pdfs, instead of using an actual score pdf, we approximate
it by a histogram with a fixed number of bins as shown in step 3 of Algorithm

PRUNE (Figure 6.1). For speed, simplicity, and convenience, we choose equi-
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width histograms. The whole score range is divided into a fixed number of equi-
width bins. The accuracy of the approximation depends on the number of bins
maintained. More bins have less error, but higher running time. Section 6.3
considers the effect of the number of bins on the running time and the error in

calculating the p-value.

6.2.2 Cascaded Convolution of Histograms

As described earlier, the simple way of directly convoluting r histograms has a
time complexity which is exponential in . To avoid such high costs, we convolute
the histograms in a progressive fashion. Initially, the histograms of two query
component objects are convoluted to yield another score histogram, which is again
binned into b bins. Then, this histogram is convoluted with the next histogram
and so on till all the 7 histograms have been convoluted.

Denoting the i*" histogram by h; and the convolution of histograms up to i
components by o;, we compute o; = 0,1 & h; up to ¢« = r. Each histogram
convolution requires quadratic number of operations in terms of the number of
bins in the histograms. The total time complexity, therefore, is O(b*r). To make

it even more efficient, we apply a bounding procedure which is described next.
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Figure 6.2: Efficient convolution of histograms. o; | @ h; = 0;. The bins below
the score thresholds (shown inside circles) can be pruned to save time.

6.2.3 Convolution of Bounded Histograms

The bounding method is based on the observation that computing the p-value
for a score s requires counting only those scores that are greater than or equal to
s. Scores in the histogram of a query object that cannot add up to s even when
combined with the best scores of the histograms of other query objects need not
be considered. Therefore, the bins in the histogram whose scores fall below this

threshold score can be deleted. The bounding method achieves this pruning of
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histogram bins by evaluating the threshold score at each stage. This reduces the
number of bins, and thus, the running time.

Figure 6.2 shows an example of how such thresholds are computed. Assume
that the histogram o; ; is convoluted with h; to yield o;. Also, assume that the
score s for which the p-value is being calculated is 100. If the maximum score in
h;y1 is 40, then any score below 100 — 40 = 60 in o; cannot add up to s. This
is the threshold score for that histogram, and is highlighted in the figure. Thus,
all scores below 60 can be deleted from o;. By analyzing this bounding behavior
backwards for the histograms o; 1 and h;, it can be seen that such contributing
pairs of scores need not be calculated at all. The maximum score in h; is 55.
Since we do not need any score in ¢; that is below 60, all scores below 60 — 55 = 5
in 0; 1, when added to any score in h; will be less than 60, and hence, can be
deleted. Continuing this reasoning, all scores below 35 in h; can be deleted. The
threshold scores are highlighted in the figure.

In this example, the number of bins in ¢;_1 and h; are reduced from 6 to 4 and
3 respectively. This translates to a saving of 6 x 6 — 4 x 3 = 24 bin convolution
operations. Steps 7 to 10 of Algorithm PRUNE (Figure 6.1) apply bounding to
the cascaded convolution. As shown in the next section, the overall saving for r

histogram convolutions is significant.
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Note that the two sources of error in the p-value computation are the use
of nearest neighbors and histogram binning. The bounding method does not

introduce any error.

6.3 Experiments

In this section, we demonstrate the effectiveness of our PRUNE method over
alternate approaches. We explain the empirical results in the context of region-
based image retrieval (RBIR) system for a biomedical image database of fluo-
rescent micrographs of feline retinas labeled with different antibodies [43]. The
dataset consists of 805,272 tiles. The score between two tiles is a decreasing func-
tion of the L; distance between the color histogram features of the tiles. The
tiles are the component objects in our system. The score of the alignment of a
query region to a database region is the sum of the scores of the alignment of the
individual tiles. The details of the dataset preparation, the features, the scoring

function, and the retrieval system are explained in [117].

6.3.1 Running Time

The basic approach of online computation of score pdfs of each query tile

and their convolution yields impractical time. Therefore, we do not consider
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it. Instead, we maintain a database of the pre-computed pdf of each database
component. We use the following parameters for the analysis of running time:
(i) the number of bins in the score histograms, (ii) the query score for which the
p-value is computed, measured as a percentage of the maximum score that can
be achieved by the query, and (iii) the query size, which is the number of tiles in

the query image.

Comparison of 4 different computation approaches

No Biﬁning, No Pruningj —
100000 ¢ No Binning, Pruning - S
10000 Binning, No Pruning -
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Figure 6.3: Comparison of the various approaches of p-value computation.

First, we compare the four different approaches of computing the p-value:
(i) Using actual pdf without pruning, (ii) Using actual pdf with pruning, (iii) Using
binned pdf without pruning, and (iv) Using binned pdf with pruning (PRUNE).
Figure 6.3 shows their running times for different query sizes. The pruning strat-

egy shows a gain of about 102 for a query size of 8 without binning. Binning
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improves the computation time by 2 orders of magnitude with pruning and 5 or-
ders of magnitude without pruning. In all cases, the PRUNE strategy finished in

practical times—at most 255 ms.

PRUNE and No Pruning time comparison

0.9 ‘ ‘ :
Pruning, 1000 bins —+—
08 I Pruning, 5000 bing <
w 07+ Pruning, 10000 bins -
> No Pruning, 1000 bins =
= 0.6 - No Pruning, 5000 bins =~ ~
= No Pruning, 10000 bins ---e--- ‘
c 0.5 )
S P
© 04t
=
g 0.3 e ]
O 0.2 rQuery score = 70%,—" "':‘f;‘;;:/
01 - O /;_‘/.7“/7‘//_";:",7, o
Q Mmoo e A
2 3 4 5 6 7 8
Query size

Figure 6.4: The effect of pruning on the running time of p-value computation.

Since the PRUNE strategy outperforms all other approaches we analyze it
further with respect to other parameters. Figure 6.4 shows that the efficiency of
pruning increases with the increase in query size across varying number of bins
in the histogram. Up to medium query sizes of 6, and number of bins 5000, the
scalability is linear or better.

The next experiment (Figure 6.5) shows that the pruning strategy performs
better when the query score increases, across varying number of bins. When the

query score is 80% of the maximum score, the pruning strategy is very effective
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Figure 6.5: The effect of query score and number of bins on the running time of

p-value computation.

for all histogram bin sizes. The scalability is better for higher query scores. Thus,

the empirical results strongly suggest that our PRUNE method is efficient and

practical.

6.3.2 Error

We next performed experiments to measure the error in p-value computation

induced by binning. Figure 6.6 shows the error percentage across varying number

of bins. When the query size is large, using less number of bins accumulates the

error over more number of steps, resulting in more than 20% error. Increasing the
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Figure 6.6: The percentage error in p-value computation due to binning.

number of bins to 1000 reduces the error to at most 5%, irrespective of the query

size and the query score. This proves the effectiveness of our strategy.

6.4 Conclusions

In this chapter, we defined the problem of efficiently computing the p-value
for multi-object query results for non-parametric distributions. We proposed an
approximate bounding procedure PRUNE and showed that it is faster than the
alternate approaches by more than 5 orders of magnitude with the error in com-
putation less than 5%. Possible future avenues of work include sampling to obtain

the score histograms, computing bounds for other aggregate functions like max,
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and examining the order in which the component object histograms should be

convoluted in order to minimize the number of operations.
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Conclusions

In this thesis, it was shown that patterns can be queried accurately and effi-
ciently in high-dimensional heterogenous datasets. Pattern queries were studied
in three types of datasets: (1) datasets of keyword-tagged objects; (2) datasets of
objects having spatial relationships; and (3) datasets of objects having temporal
relationships. Novel index structures and algorithms were presented to answer
these pattern queries. Multiple real datasets of sizes up to 100 million and dimen-
sions up to 256 were used for empirical evaluations. These evaluations showed
that the proposed algorithms are highly scalable and accurate.

A novel technique, SIMP, was described in Chapter 2 for accurately and effi-
ciently finding r-near neighbors in high dimensional spaces. Comparative studies
on three real datasets of dimensions between 32 and 256 and sizes up to 10 million
showed a superior performance of SIMP over the state-of-the-art methods. Em-

pirical studies on real datasets of sizes up to 100 million points and dimensions
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up to 256 showed that SIMP scales linearly with the query range, the dataset
dimension. and the dataset size.

Querying patterns by keywords in a dataset of keyword-tagged objects was
introduced in Chapter 3. The proposed algorithm, ProMiSH, queries a similar
set of objects containing a given set of query keywords accurately and efficiently.
Empirical evaluations, both on real and synthetic datasets, showed that ProMiSH
has a speed-up of more than four orders over the state-of-the-art tree-based tech-
niques. Empirical studies on datasets of sizes up to 10 million and dimensions up
to 100 for queries of sizes up to 9 established the scalability of ProMiSH.

Querying patterns by example in a spatial dataset was presented in Chap-
ter 4. A new algorithm, QUIP, was proposed for querying these patterns from
the dataset. QUIP has two index-based scalable search strategies: TARS and
SPARS. Experimental results on real raster image datasets showed that TARS
offers an 87% improvement for small queries, and SPARS a 52% improvement for
large queries in running time, as compared to linear search. Qualitative tests on
real datasets achieved precision of more than 80%.

Pattern queries in a temporal dataset were explored in Chapter 5. This chapter
specifically studied the problem of duplicate video retrieval. A new non-metric dis-
tance measure was proposed to find the similarity between a query and a database

video. Novel search algorithms based on pre-computed distances and pruning
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techniques were presented for efficiently querying duplicate videos. Experiments
showed that the proposed technique answers video queries of duration 60 seconds
in 0.032 seconds with a high accuracy of 97.5%.

Queries, such as database similarity searches, return results satisfying certain
properties of distances or scores. For domain scientists, the absolute values of
scores are seldom sufficient. Statistical significance or p-value of the result is a
more useful criterion. An efficient method to calculate the approximate p-value
of a multi-object result was discussed in Chapter 6. Experimental evaluations on
large databases showed that the method is practical, runs five orders of magni-
tude faster than the basic approach, and has an error of less than 5% in p-value

computation.

7.1 Impact

Near neighbor queries form a vital step in many querying and mining applica-
tions. The state-of-the-art methods for querying near neighbors fail to guarantee
both accuracy and efficiency for high-dimensional datasets. Therefore, these ap-
plications lack the desired performance for high-dimensional datasets. The avail-

ability of an efficient method for near neighbor search, like SIMP, will have a
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strong impact on the future success of these applications. SIMP will also acceler-
ate building of new applications for many emerging datasets.

The pattern querying techniques proposed in this thesis will encourage de-
velopment of many useful products. These techniques will also enhance human

capabilities to explore and analyze large repositories of heterogenous datasets.

7.2 Future work

A variety of new datasets, e.g., social networks, offer new opportunities for
querying patterns. A user in a social network is represented by her attributes and
relationships. This dataset is inherently heterogenous. It will be a challenging
future work to develop methods for querying patterns in social networks.

Recent times have also seen the availability of dynamic datasets, i.e., the
datasets which change with time. These kinds of datasets offer another venue

for designing and querying useful patterns.
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