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CHAPTER 1

INTRODUCTION

Wireless communication systems play an indispensable role in the rapidly evolving
global information infrastructure. The increasing demand for personal communica-
tion services, wireless internet services, and the trend toward mobile computing is
pushing the technology towards higher data rate applications. However, the hostile
wireless propagation medium at the heart of modern communication poses formidable
challenges to achieve this goal. Code Division Multiple Access (CDMA) has emerged
as a key wireless communication technology as for meeting these challenges. CDMA
systems are wide-band communication systems where signature code is assigned to
each user to distinguish his/her signal from the users. There are three main types of
CDMA systems that use the signature code in time, frequency, or time and frequency
domains, respectively. This thesis contributes new solutions to a variety of problems

in CDMA wireless communication systems.

1.1. Challenges in Multiuser Communication Systems

The major challenges posed by the wireless medium are:

Channel Propagation Dynamics: The highly dynamic and varied communica-
tion environments encountered in most wireless scenarios entail complex propagation
dynamics that have a severe impact on system performance [2]. In particular, fre-
quency selective fading due to multipath propagation and time selective fading due to
Doppler effects (caused by the relative motion between end-users) make reliable wire-

less communication a challenging task. Coherent communication requires accurate
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channel estimation and tracking commensurate with the rate of channel variations.
Moreover, after determining the channel response, it is necessary to design receivers
that compensate for the channel distcrtion. Interestingly, the same propagation ef-
fects that produce harsh channel characteristics also provide two inherent sources of
diversity — multipath and Doppler diversity [1, 3].! With appropriate system design,
channel diversity can be exploited to enhance system performance. Two key channel
parameters in this context are the channel coherence bandwidth A f, and the channel
coherence time At,.2

Multiaccess Interference (MAI): This source of interference is due to multiple
users accessing the channel simultaneously. This is one of the most significant factors
limiting the performance of CDMA communication systems. The problem of MAI
is particularly acute in near-far scenarios [4] in which a strong nearby interferer can
disrupt reception of a highly attenuated desired signal. Strict power control among
all users or interference suppression techniques are necessary for reliable communica-
tions. The problem becomes more challenging in the presence of multipath-Doppler
propagation effects.

Complexity: In addition to the above challenges, an overriding constraint in prac-
tical applications is the complexity of the system. Digital Signal Processing (DSP)
techniques are playing a key role in this context. For practical implementation, DSP
algorithms face two main constraints. First, the need for low-power solutions, espe-
cially for the battery-powered mobile handset. This factor dictates low computational

complexity. Second, the need for communication in rapidly changing mobile environ-

! Antenna arrays exploits the spatial dimension for diversity. However, this thesis considers single

antenna systems.
2Af. (At.) is the frequency (time) span over which the channel is strongly correlated.
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ments requires low structural complexity to enable fast adaptation. The next section

briefly describes the three CDMA systems considered in this thesis.

1.2. CDMA Systems for Dispersive Channels

A key consideration in the design of CDMA systems in dispersive channels is the inter-
action between the underlying signal space and the channel. Denote the overall symbol
duration by T and its essential two-sided bandwidth by B. The time-bandwidth prod-
uct is denoted by NV = T B which is the dimension of the signal space. A CDMA system
with such time-bandwidth product can support up to approximately IV users by em-
ploying signature codes of length V. In general, the signature code is transmitted over
a set of basis waveforms, each of which has a time duration 7, and essential two-sided
bandwidth B,. In Direct Sequence (DS)-CDMA [1], the basis waveforms are narrow
time slots denoted by chips. In this case, T, = % and B, = B. In Multi-Carrier
(MC)-CDMA [5, 6, 7], the basis waveforms are narrowband subcarriers. In this case,

T,=T and B, = %. The MC-DS-CDMA [8, 5, 9] is the hybrid case which uses a grid

i

of N; x Ny basis waveforms (N = N Ny). In this case, T, = % and B, = %

The effects of channel on the three CDMA signaling schemes are determined by two
factors: channel selectivity and channel dispersion. The channel is frequency (time)
selective if the transmitted signal is subjected to different fading coeflicients across
its bandwidth (duration). Particularly, for any signaling scheme, the channel is fre-
quency (time) selective if the overall bandwidth (duration) B > Af. (T > At.). The
channel is dispersive in time if it exhibits multipath components and is dispersive in
frequency if it exhibits multiple Doppler components. Whether or not the channel is

dispersive depends on the relation between the duration, T, and bandwidth, B,, of

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4

basis waveforms and the channel coherence time At. and coherence bandwidth A f..
In particular, the channel is dispersive in time if it is frequency selective per basis
waveform (i.e.B, > Af,), dispersive in frequency if it is time selective per basis wave-
form (i.e. T, > At.), and dispersive in time and frequency if it is time and frequency
selective per basis waveform (i.e. B, > Af. and T, > At.). If the channel is non-
dispersive for a particular signaling scheme, we say that this scheme diagonalizes the
channel.® For example, in a purely frequency selective channel (B > Af,, T < At.),
the DS-CDMA system is time dispersive and a well-known detector for this system
that restores performance loss due to dispersion and exploits multipath diversity is the
Rake receiver. The MC-CDMA system on the other hand is diagonal, and depending
on the choice of T, and B, the MC-DS-CDMA could be time dispersive or diagonal.
In purely time selective channel (B < Af,, T > At.), the MC-CDMA system is fre-
quency dispersive, the DS-CDMA system is diagonal, and again the MC-DS-CDMA
could be frequency dispersive or diagonal. In time and frequency selective channels
(B > Af., T > At.), the DS-CDMA is time dispersive, the MC-CDMA is frequency
dispersive, and depending on the choice of T, and B,, the MC-DS-CDMA could be
purely time dispersive, purely frequency dispersive, time and frequency dispersive, or

diagonal.

3The notion of diagonalization comes form the fact that for non dispersive channels, the received
signal vector (projection of the received signal onto the set of basis waveforms) is the transmitted one
point-wise multiplied by a set of fading coefficients. That is, the basis functions serve as eigenfunctions
of the channel — they pass through the channel without interference.
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1.3. Thesis Overview

The new contributions in this thesis address a variety of issues in the design of CDMA
systems operating over dispersive channels. A key underlying theme is an integrated
approach to addressing the challenges due to channel propagation effects, MAI and
system complexity.

Chapter 2 provides some background materials on notation and the channel model
used throughout the thesis.

In Chapter 3 we introduce a decentralized multiuser receiver for DS-CDMA sys-
tem [10, 11]. The receiver design is based on a set of basis waveforms — canonical
multipath-Doppler modes— that were recently explored in [12, 3, 13]. The canonical
modes are derived from a fundamental characterization of channel propagation dynam-
ics in terms of uniformly spaced discrete multipath delays and Doppler shifts of the
signaling waveform. The receiver exploits the notion of primary and secondary coordi-
nates. The primary coordinates contain the desired signal energy, facilitate exploiting
channel diversity and also provide minimal complexity suppression of MAI that cor-
rupts the primary coordinates. Additional degrees of freedom for MAI suppression
are incorporated via secondary coordinates, that do not contain the desired signal,
but only MAI. The complexity of the receiver can be tailored to achieve a desired
level of performance by adjusting the number of secondary coordinates. The receiver
easily lends itself for adaptive implementation that only requires the knowledge of the
desired user’s signature code.

In Chapter 4 we study some of the imperfections encountered in MC-CDMA systems
over time-varying channels. Due to the longer symbol duration in comparison with

single carrier systems, MC systems are more sensitive to various imperfections, includ-
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ing phase noise and frequency offsets (due to local oscillators) and Doppler spreading
due to temporal channel variations. The performance of current systems is signifi-
cantly limited by these imperfections because they disperse the transmitted power in
a particular subcarrier into adjacent subcarriers, thereby causing interference between
the subcarriers at the receiver. We propose a receiver structure that combats these
impairments in an integrated fashion. The receiver is based on a canonical model
for the received signal that efficiently captures the effects of all impairments. The
information transmitted on a particular subcarrier is decoded by processing a small
subset of subcarriers surrounding the desired subcarrier. The proposed receiver fully
compensates for frequency offsets as well as phase noise, thereby eliminating the per-
formance loss due to these factors. Furthermore, in contrast to existing designs, it

delivers improved performance under fast fading by exploiting Doppler diversity.

In Chapter 5, we introduce a set of basis waveforms that serve as approximately
eigenfunctions for under-spread time-and frequency-selective channel. Such a signaling
scheme significantly facilitate transceivers design since the basis waveforms minimally
interfere with each other as they pass through the channel. The resulting system is
a properly designed MC-DS-CDMA system that is a hybrid between DS-CDMA and
MC-CDMA systems.

Chapter 6 builds on the insights developed in the previous chapters to develop a
unified framework for describing and analyzing DS-CDMA, MC-CDMA, and MC-
DS-CDMA systems operating over arbitrary time and frequency selective channels.
The framework clearly reveals the effect of the channel on the three systems and also
provides a choice of comparing the performance of linear Minimum Mean Square Error

(MMSE) multiuser receiver in the three systems. We derive conditions under which
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the different systems exhibit near-identical performance under a variety of channel
assumptions. The notion of time-frequency duality plays a key role in the development
of the framework. It is used to develop mappings that relate the various systems and
expose their equivalence under appropriate channel conditions.

Chapter 7 briefly discusses some avenues for future research suggested by the work

in this thesis.
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CHAPTER 2

PRELIMINARIES

This chapter paves the way for the analysis in this thesis by introducing notation

adopted throughout as well as the channel model under consideration.

2.1. Notation

The following conventions are used throughout the paper:
|z] : Denotes the largest integer smaller than z.

[z] : Denotes the smallest integer larger than z.

T .

x The transpose of vector x.

xH : The conjugate transpose of vector X.

x(l) : An [—places shifted version (to the right) of the vector x, that is
T
0 --- 0 <z[0] z[1] --- z[N—-[-1]
1
the nt* entry of vector x. If { <0, the shift is to the left.

and z[n] is

x(l) =

A © B: The Hadamard product between A and B, i.e. point-wise multiplication
between the different elements of A and B.

diag{x} : Diagonal matrix whose entries are those of vector x.

A(n; : ng) : The sub-matrix built by the (nl)"‘, (ny + 1)*, ..., nyt* columns of

A.

Iy : The identity matrix of dimension N.

1xy: N x 1 vector with unity entries.

Oxn : N x 1 vector with zero entries.

E[.]: The expected value.
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R,,: E [xyH] .
Finally, we note that throughout the thesis, lower case boldface letters denote vectors

and upper case boldface letters denote matrices.

2.2. Channel Model

We assume that all users have identical channel statistics. however, different users
encounter independent channel realizations. We adopt the Wide Sense Stationary
Uncorrelated Scattering (WSSUS) model (1, 14] which is characterized by a randomly
time-varying impulse response ci(t, 7) for user k. For fixed 7. cx(¢,7) is modeled as a
complex WSS Gaussian process in ¢. The channel response for different values of 7 is

uncorrelated. The time varying transfer function of the channel is
alt, f) = [ alt,r)e > 7dr (2.1)

Under the WSSUS assumption, é.(¢, f) is a WSS process in both ¢ and f. The statis-
tics of &(¢, f) are characterized by the spaced-time, spaced-frequency correlation func-
tion ¢ (At,Af) = E[&(t, f)&(t — At, f — Af)] which is fixed for all users. Under
the assumption that all multipaths have the same spaced-time correlation function,

das(AL) = E[&(t,.)E(t — AL, )], & (At, Af) becomes separable [13],
(AL, Af) = dae(At)pas(AS) (2.2)

where ¥a (A f) = E[&(., f)&(., f — Af)] is the spaced-frequency correlation function.
The duration over which the channel is strongly correlated is called the coherence time,

At.. Define the Doppler power spectrum function to be

Bg(0) = [, pas(At)e~72™2¥JA¢t. The support of ®4(6) is called the Doppler spread,
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2By, of the channel; ®4(8) =0, |6] > By. The coherence time and Doppler spread are
inversely related: At,. = ﬁ.

The channel power at different values of 7 is called the multipath intensity profile:
U.(r) =E [lck(.,T) lz] The support of ¥.(7) is called the multipath spread of the
channel and is denoted Tp; ¥.(7) =0 for 7 < 0 or 7 > T;,. The Fourier transform of
. (7) is the spaced-frequency correlation function Yaf(Af) = [Z3, U (T)e 2 2 dr.
The frequency span over which the channel is strongly correlated is called the coherence
bandwidth, Af.. Coherence bandwidth and multipath spread are inversely related:
Af. Tl,,','

Throughout the thesis, we denote the duration of the overall signaling waveform with
T and its essential bandwidth with B. At the different parts of the thesis, we may
consider purely frequency selective channels (B > Af,, T <« At.), purely time selec-
tive channels (B < Af., T > At.) and/or the general time and frequency selective
channels (B > Af., T > At.). As mentioned before in Chapter 1, the channel is
frequency (time) selective if the transmitted signal is subjected to different fading
coefficients across its bandwidth (duration). We denote the diversity order due to fre-

quency selectivity (multipath diversity) by L+ 1 where L = [ BT:»] while the diversity

order due to time selectivity (Doppler diversity) by 2M + 1 where M = [ByT'].
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CHAPTER 3
DECENTERALIZED MULTIUSER DETECTION FOR

TIME-VARYING MULTIPATH CHANNELS

3.1. Introduction

Code Division Multiple Access (CDMA) has emerged as a promising core wireless tech-
nology for meeting the physical layer challenges of modern communication networks.
Innovative signal processing is playing a key role in the design of high-performance
CDMA receivers. Major signal processing challenges stem from three key factors that
have a significant impact on CDMA system performance: channel propagation ef-
fects manifested as multipath dispersion, multipath fading. and temporal variations
or Doppler effects; multiaccess interference (MAI); and, complezity of the signal pro-
cessing algorithms. Furthermore, these factors affect system performance in an inter-
related fashion and have to be addressed jointly.

For signaling waveforms of duration 7' and bandwidth B, the dimension of the overall
signal space is approximately! N, =~ T B (see, e.g.,[16]). In direct-sequence CDMA
systems, N, is proportional to the spreading gain N = %, where T is the chip dura-
tion. Centralized receivers, which have the knowledge of spreading codes of all users,
represent the signal space in terms of symbol-rate sampled outputs of the matched

filters for different users [17]. Decentralized receivers, which have knowledge of only

the spreading code of desired user, represent the space in terms of N-dimensional

1More precisely, N, = (B+2Ba)(T+Tm), where T, is the multipath spread and By is the Doppler
spread of the channel [1]. However, the terms other than T'B are relatively small since T, < T and

By < B, typically.
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chip-rate sampled? outputs of the matched filter for the desired user. If the number of
(strong) users, K, is smaller than N, it is most advantageous to operate in the lower-
dimensional subspace containing the multiuser signal. While centralized receivers
directly accomplish this, decentralized receivers rely on the data itself to adaptively
estimate the multiuser subspace (see, e.g., {18, 17, 19, 20]). For desired performance
of adaptive decentralized receivers in realistic time-varying scenarios, it is extremely
important to map the received signal to a lower-dimensional subspace to enable re-
liable estimation of requisite statistics and rapid tracking. However, most existing
decentralized receiver designs operate in the full (V) dimensional chip-rate sampled
space which can result in unacceptably poor performance in realistic time-varying sce-
narios (see, e.g., [21]). Multipath propagation effects distort the signal and make the
problem even more challenging. While there has been considerable recent research on
decentralized reception over multipath channels (see, e.g., [18, 22, 23, 24, 25]), it falls
short of jointly addressing the key issues of propagation effects, MAI suppression and
receiver complexity, primarily due to the lack of an appropriate framework relating
these aspects of receiver design. In particular, there is no systematic approach for
effecting a judicious complexity versus performance tradeoff.

In this chapter, we introduce receiver design in canonical multipath-Doppler coordi-
nates as an integrated framework for combating time-varying multipath distortion,
suppressing MAI, and managing receiver complexity. The canonical coordinates are
derived from a fundamental characterization of channel propagation dynamics in terms
of uniformly spaced discrete multipath delays and Doppler shifts of the signaling wave-

form. These waveforms capture the essential degrees of freedom in the received signal

20r oversampled outputs to cover all N, > N dimensions.
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and constitute a canonical fized basis for representing it. Consequently, processing in
canonical coordinates eliminates the need for estimating arbitrary delays and Doppler
shifts. While dispersion effects are often considered a nuisance to MAI suppression,
canonical multipath-Doppler coordinates provide a natural partitioning of the signal
space that enables exploitation of propagation effects for MAI suppression and di-
versity processing. A key notion in our framework is that of primary and secondary
coordinates [12]. The primary coordinates of a desired user depend on its multipath
and Doppler spreads and define.a canonical low-dimensional subspace for capturing
its signal energy. The primary coordinates facilitate maximal exploitation of channel
diversity [3] and minimum-complexity MAI suppression. However, additional degrees
of freedom are needed in general to adequately suppress the MAI that corrupts the
desired signal in the primary coordinates. These additional degrees of freedom are
furnished by the secondary coordinates. The secondary coordinates may include the
active coordinates of other users (centralized reception) {13, 12], or inactive coordi-
nates of the desired user (decentralized reception) [12] that do not contain the desired
signal but only the MAI. The generic receiver structure is depicted in Figure 3.1(a).
The signal space partitioning in terms of primary/secondary coordinates provides a
systematic approach for tailoring receiver complexity to achieve a desired level of per-

formance.

The next section develops the notion of canonical multipath-Doppler coordinates. Sec-
tion 3.3 derives a decentralized minimum-mean-squared-error (MMSE) receiver struc-
ture in terms of primary and secondary coordinates. Performance analysis in Sec-
tion 3.4 guides the choice of design parameters. Examples illustrating various facets

of the framework are presented in Section 3.5. Practical issues related to channel esti-
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mation and adaptive/blind implementations are discussed in Section 3.6. Concluding

remarks are provided in Section 3.7.

3.2. Canonical Multipath-Doppler Coordinates

This section provides a brief discussion of the concept of canonical multipath-Doppler
coordinates that underlies our framework [3, 12]. The complex baseband received

waveform r(t) for a single symbol of a single user is given by

r(t) = s(t—7)+n(t), (3.1)

TmrBa .
— . —_ 7276t - 3.9
st) =[], €.t =) dodr, (3:2)

where s(t) is the information bearing signal, 7 is the user delay, n(¢) is complex
AWGN, and ¢(t) denotes the spread-spectrum signaling waveform of duration T'.
Channel propagation is characterized by the multipath-Doppler spreading function
C(8,7) = [c(t, 7)e~ 72" dt and c(t,7) is defined in Section 2.2 (with the subscript &
removed for simplicity). C(8,T) accounts for the temporal and spectral dispersion
produced by the channel [14]. T, and B, denote the multipath and Doppler spreads
of the channel, respectively and defined in Section 2.2.3

The key idea behind canonical multipath-Doppler coordinates is that the receiver
“sees” only finitely many degrees of freedom in the signal due to the inherently finite
duration T and essentially finite bandwidth B of the transmitted waveform g(%) [3,

12, 14]. These essential degrees of freedom are captured by the following fundamental

3We assume negligible intersymbol interference, T, < T', that is often the case in CDMA channels.
However, the channel is frequency selective (I;n > T¢) in most cases, thereby affording multipath
diversity.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



characterization [3, 12, 14, 26]

( | 1 Lfa % - (m l [\ :2zme

s{(t—7) & — C *7—)Q<t—4—)e1'r

TB (=L. m——M. T B B
Le.+La Mg

= > > H(m)gm(t), (3.3)
=Ly m=—M,

which corresponds to a uniform sampling of the multipath-Doppler plane. C(o,7)is
a time-frequency smoothed version of C(8, ) that arises due to the time- and band-
limited nature of g(¢). Ly = |7sB] denotes the representation of the delay 7,. The
number of degrees of freedom, (L, 4+ 1)(2M, + 1), is determined by the normalized
multipath and Doppler spreads, L, = [TmB] and M, = [T Bq| and is proportional
to the products Ty, By and TB. We note that the Doppler components (index m)
in (3.3) capture the temporal channel variations encountered within a symbol dura-
tion. Temporal variations over symbols are captured by the variations in the channel
coeficients, { H(m, ()}, over symbols.
The channel characterization (3.3) defines the canonical multipath-Doppler coordi-

nates. It asserts that the received signal s(t — 7,) belongs to an (Lq + 1)(2M, + 1)-

dimensional subspace spanned by the fized basis

l -2rmet
gni(t) = ¢q (t - E) e T (3.4)

l=TL¢Ls+1,---,Le+ Loy, m = —Ma,---,0,---,M,, generated by discretely de-
layed and Doppler-shifted versions of the spread-spectrum signaling waveform q(t)
[3, 12]. These basis waveforms define the active coordinates, Zo = {({,m) : L, <
|<Ly+ L,, —M, <m < M,}, carrying the signal energy. Each user corresponds
to unique active coordinates defined by its spreading waveform ¢(¢) and the channel

spread parameters. The front-end processing for representing a received symbol in the
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canonical coordinates consists of projection (despreading) onto the basis waveforms of

the form (3.4)

Z=Lla"'1L27 m=—-/‘/[17"'707“'7~[\/[2- (3-5)

In (3.5), Ly, Lo, My, and M, are chosen to always include the active coordinates. How-
ever, inactive coordinates, =;, = {(/,m) ¢ =.}, corresponding to canonical delays and
Doppler shifts outside the channel spread, may also be used to aid in MAI suppression.
Figure 3.2 illustrates the notion of active/inactive coordinates. Canonical coordinates,
taken together for all users and symbols of interest, along with corresponding channel
coefficients, constitute sufficient statistics for demodulation—all signal processing can

be performed in the canonical coordinates.

An important implication of the canonical representation (3.3) is that regardless of
the actual physical distribution of multipath delays and Doppler shifts, virtually all
information is contained in the uniformly spaced canonical coordinates [3, 12]. The
main error in (3.3) is due to the bandlimited approximation and can be made ar-
bitrarily small by sufficient oversampling in multipath, and by including sufficiently
many terms in the summation 3.3. In particular, for direct-sequence CDMA, B is
inversely related to the chip duration T. = T/N, where N is the spreading gain, and

oversampling by a factor O corresponds to B = O/T. in (3.3) and (3.4).
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3.3. Receiver Design in the Canonical Coordinates
For simplicity, we illustrate multiuser reception for the case of synchronized user trans-

missions and BPSK signaling.* The received signal for a single symbol admits the

canonical representation

K

r(t) = > besk(t) +n(t), (3.6)
k=1
1 Lk,a Mg o

Sk(t) ~ T—Bz z Hk(m,l)qk'ml(t), (37)

=0 m=—Mj.q

where b; denotes the symbol, {gimi(t)} the canonical multipath-Doppler basis wave-
forms, and {Hj(m, ()} the corresponding canonical channel coefficients of the kth user.
The above signal representation provides a natural (dictated by channel dispersion
effects) a priori partitioning of the signal subspace that can be leveraged for MAI sup-
pression. Centralized receivers represent the subspace in terms of active coordinates
of all users [13]. Decentralized reception is based on an alternative representation in
terms of active (primary) and inactive (secondary) coordinates of the desired user.
The focus of this paper is on decentralized reception.

We illustrate the key ideas behind the framework with decentralized MMSE receiver
design and begin by assuming the knowledge of the channel coefficients of the desired
user. In Section 3.6, we discuss blind channel estimation issues and blind implemen-
tations of the proposed receivers. The overall generic receiver structure is shown in
Figure 3.1(a). The objective is to choose the primary and secondary filters w, and w,

to yield an MMSE estimate of the bit b, of the desired user:

b, = sign {Re (WHZ)} = sign {Re (wffzp + szs)} . (3.8)

4 Asynchronous scenarios can be treated analogously by considering twice as many interfering users
and by processing a block of symbols [17]. The essential ideas presented here remain unchanged.
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3.3.1. Primary Coordinates: Minimal Complexity Reception

The primary coordinates for user 1 of dimension D, = (L1, + 1)(2M, ., + 1) take the
form®

K

2, = 5, Quihy + ) bk Quihi + v, = bigy +1p + vy, (3.9)
k=2

where Qi is the D, x D, matrix of cross-correlations between the active basis wave-
forms {g;mi(t) : (m,l) € Z;.} and {gemi(t) : (m,l) € =t} of users j and k, respec-
tively, hi denotes the D, x 1 vector of channel coefficients, Hr(m,[), of the kt* user,
and v, denotes D, x 1 Gaussian noise vector with correlation matrix 02Qq1- The
powers of different users are absorbed in hi’s, a notation that is adopted throughout
the thesis. The first term g; = Q;:h; in (3.9) constitutes the signal part in z,, while
the second term i, constitutes the MAI component. Note that all the signal energy of
the desired user is contained in g;. In the absence of MAI (i, = 0), only the primary
coordinates are needed and the optimal receiver is the generalized RAKE receiver
that exploits joint multipath-Doppler diversity via maximal-ratio-combining (MRC):
wIBC = h; [3]. In the presence of MAL the fact that the desired signal belongs to the
one-dimensional subspace spanned by g; can be exploited for suppressing i, in (3.9).

Given g;, the MMSE receiver based only on the primary coordinates is given by

wyMSE = RZ, & (3.10)
.

R.. = S8 +. QuEMh:hf1QE +0%Qui. (3.11)
k=2

Here, R, z, is the correlation matrix of the primary coordinates. This MMSE receiver
works in the low-dimensional primary coordinates to provide minimal-complezity MAI

suppression while mazimally exploiting the available (multipath-Doppler) diversity to

5For simplicity, we assume the same number of primary coordinates for all users.
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combat fading.

3.3.2. Primary and Secondary Coordinates: Enhanced Recep-
tion

Secondary (inactive) coordinates zs can be progressively incorporated into the receiver,
via the lower branch in Figure 3.1(2), to improve its MAI suppression capability. The
secondary coordinates take the form
K —_—
zs = »_ beQuchi + v, =i, + v, (3.12)
k=2
where 611: is the D, x D, matrix of cross-correlation between D, inactive basis wave-
forms of user 1 and the D, active basis waveforms of user k. The D, x 1 Gaussian
noise vector v, has correlation matrix 0'263, where 65 is the matrix of correlations
between the secondary basis waveforms of user 1. Note that a particularly attractive
feature of the secondary (inactive) coordinates z, is that they are signal free — they
are only correlated with the noise and MAI component of z,.°
The MMSE receiver operating on both the primary and secondary coordinates solves
the following problem
w, = argminE Ubl — sziz] (3.13)

z w.
where z = ? | and w = * |. The solution to (3.13) is the Wiener filter and

Zs W

6Note that in (3.12) we are assuming that Q11 ~ 0; that is, the active and inactive basis waveforms
are roughly orthogonal. This assumption is based on the autocorrelation properties of spreading
codes. However, our approach can be readily extended to account for nonzero correlations as well.
In particular, we may use a linearly transformed version of the inactive coordinates that lie in the
orthogonal component of the active subspace.
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takes the form

Wo.p i
w, = =R, ,81, where
Wo,s
R R, .,
R, = | &= ™ (3.14)
i Rz,,zp Rz,,zs
where g; = & (since the secondary coordinates are signal-free). Thae submatrices
0
are given by (3.11) and
- H1OH =
R'z,,.z, = Z QlkE[hkhk ]Qlk (3.10)
K _ e
R.... = » QuEhib{]Qf +0%Q,. (3.16)
k=2

By using the block matrix inversion formula [27] we can expand R as

R-L _R—LCH
Rz—,é _ e,e e.e (3.17)
—CRe-v]é (Rz_,,z, - RzS'ZPRZ—pI.ZpRzpyzs)_l
where
C = R;, R, e=z-Cz, (3.18)
Ree = =Ry, 2z, — Rz 2R, Re, s (3.19)
Using (6.36) and (3.17) we can explicitly characterize w,, and w, s as
Wop = Reeo81 (3.20)
Wos = —Cwo,p = _CR;:}gl- (3.21)

The solution for the primary and secondary filters in (3.20) and (3.21 ) has an intu-

itively appealing interpretation as illustrated in Figure 3.1(b). Conditio-ned on a fixed
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value of the g, = Qq;h;, the matrix C is the linear MMSE estimator of z, from 2,
(2, = CHz,) and Rep is the covariance matrix of the corresponding estimation error
e. Thus, the filter C optimally exploits the secondary coordinates z, to suppress MAI
in z, (since z, is uncorrelated with the signal component g; in z,). The filter w, , then
optimally suppresses the MAI remaining in the residual error e by forming an MMSE
estimate of b, from e (compare with the solution in (3.11) based on the primary coor-
dinates only). The number of secondary coordinates D, can vary between zero (only
primary coordinates) and N, — D, (covering the entire signal space). As we will see,
depending on the number of dominant interfering users, near-optimal performance can

be achieved with significantly low-dimensional (D, + Ds; < N) processing.

We note that most of the decentralized receivers proposed in the literature are based
on chip-rate sampled processing. The received signal is sampled every chip duration
and the resultant N-dimensional vector is processed by an N-tap filter which may be
chosen based on the MMSE criterion. In practice, the N-tap MMSE receiver has to
be implemented adaptively. For large NV, there are too many degrees of freedom to
allow reliable estimation and tracking of the MMSE filter taps. Thus, it is necessary
to develop MMSE detectors with fewer number of taps (degrees of freedom). Ad hoc
lower dimensional representations for the filter are often considered (see, for example,
[28]). Other approaches based on subspace tracking was presented in (29, 23]. In our
framework, the natural signal space partitioning in terms of active/inactive coordi-
nates provides a systematic approach to controlling receiver complexity. The detector
operates in an Ni;ot = Ds + D, < N dimensional subspace. The complexity of the
receiver can be progressively increased, by increasing D;, to achieve a desired level of

performance.
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We also note that the proposed receiver only requires knowledge of g; = Q;:h; and
R... Qi only depends on the spreading code of the desired user and R, can be
readily estimated from data. This solution assumes the knowledge of h; of the desired
user. In Section 3.6.2, we will see that the structure of e can be exploited for blindly

estimating h;.

3.4. Performance Analysis

In this section, we assess the performance of the proposed MMSE receiver structure
under varying conditions. Let T,;s be the time scale over which the performance of
the receiver is assessed. Our analysis is based on two distinct time scales depending
on how T, compares Tronq, the coherence time of the channel seen by the desired
user. Essentially, T.on q is the time duration over which the channel coefficients h; (and
hence g, ) remain approximately constant. The coherence time is roughly equal to the
reciprocal of the channel Doppler spread (1/By) [1]. For Toss < Teond, the desired
user’s signal exhibits a fixed direction determined by g; and the channel is effectively
equivalent to an AWGN channel. Thus, the probability of error (F.) is governed
by the instantaneous signal-to-interference-to-noise ratio SINR(g;) [30].” Over time
scales significantly longer than Tionq, i.e. Tops > T.ohq, the desired user’s signal can
exhibit up to D, = (L1, + 1)(2M1,. + 1) degrees of freedom and the average P is
computed by averaging SINR(g;) over the statistics of g;. We analyze the receiver
over both time scales and also investigate measures of near-far resistance [17] that are

appropriate in the two scenarios.

7Note that SINR is really a function of all hy’s. However, for sufficiently effective MAI suppression,
the residual MAI can be lumped to Gaussain noise [30].
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Another factor that affects system performance is the degrees of freedom exhibited
by the interference. This depends on how T,;; compares to the coherence time of the
interference, Tron .8 If Tops < Teoh,i» the MAI exhibits up to N; = (K — 1) degrees
of freedom in the full dimensional space since each interfering user exhibits a fixed
direction within its active subspace (E[hthf] ~ h h# in (3.11), (3.15) and (3.16)).
On the other hand, if Thss > Teoni, the MAI can exhibit up to N; = (K — 1)B,
degrees of freedom, since each interfering user can exhibit up to D, directions in 1ts
active subspace due to the time-variations in the channel coefficients.® Clearly, in the
detector subspace, spanned by the active and inactive basis vectors, the MA] cannot
exhibit more than N;,; = D, + D, degrees of freedom. However, unless Ny, > N; + 1,
the receiver will not be near-far resistant. As long as V;+1 < IV, we can choose D; to
ensure Ny,; > N; + 1. Our analysis will clearly show the dependence of performan.ce
on N; and N;:-

To facilitate analysis, we first derive alternate expressions for the optimum solution.

Let y = z — §; = i+ v denote the signal-free component of the canonical coordinates

The correlation matrix of y is of the form

Ryy = Rgzz— glgfl =Rii +Rvyv
B Ri, i, Ri,i, o Qu O ‘ (3.23)
R Ri.nis 0 QS

is.ip

8For simplicity, we assume that all interfering users experience the same coherence time, Teon,:

(which may be different from Teon,4)-
9Note that rank(Efhghf]) < D,.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



24
Without loss of generality assume that R, = o2I; that is Q;; =I and Q, = L.1° Let

Aol||VvH
Ri; = | vy VJ_]
00 v

_ Vj’p VL,p A O V;{p V;{s (3 -)4)

Vis Vi 0 0 vi, VI,

be the eigendecomposition of R;;, where V contains the eigenvectors corresponding
to nonzero eigenvalues (A is the diagonal matrix of nonzero eigenvalues) and V.
contains the eigenvectors corresponding to the zero eigenvalues. The second equality
further partitions V; and V into primary and secondary coordinates. Let Sf =
span(V;) denote the interference subspace and S, = span(V ) denote the orthogonal
complement of S;. Note that dim(Sr) = min(V;, Neo) and dim(Sy) = Nipe —dim(S 7)-

R, , admits the eigendecomposition
Ryy = VIAVE £ o2V, VZ (3.25)

where A = A + ¢2L. Using the block inversion formula (3.17) and (3.25) we get

-1 R —R;CH .o
Ryy = . ” -~ (3-26)
—'CR;:E (RstYs - R)’:y)’p p,pr}’ers)

~ 1
= V/A'VE ﬁvaf

Vi, A~V Vi, A~ VE . 1| Ve VE, Vi, VE,
(o2

Vi AWV Vi A'WVE

(3.27)

V.. VB Vv, VE,
where € = e — g; denotes the signal-free component of the residual estimation error

e (Re = Ree — g:g7). Based on the preceding development, the optimum filter

. B . . -1/2_ . =
100therwise, we can always prewhiten the canonical coordinates: z — Rv'v/ z, since Q;; and Q,
are known at the receiver.
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solution admits the following representations

R;lg,
0 = -l5 — Y.y 3.2
w, z,zgl l + g{{R;'lygl ( 8)
W, 1 R_ g
= | T = <=t (3.29)
Wo.s + g1 e,e S1 —CR;,glgl
1 (VA VE +V, Vg,

o2 + gl (PVi ATVE + Vi, VEE | (o2v, , A-'VE + V, VT g,
(3.30)

where the first equality follows from (3.23) and the matrix inversion lemma [31], the
second one from (3.26) and the last one from (3.27). Finally, we note that g admits

the following unique orthogonal decomposition

g = gr+g., where

g = ViVig= Vv g and
V[,s
V.,

g, = V Vig— ? v g (3.31)
VJ.,s

In particular, g; admits the following (nonorthogonal) decomposition

g =gir+g.L=ViVi,g+ V.,V g (3.32)

3.4.1. Limiting Solution at High SNR

From (3.30) and (3.32) it follows that
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_ 1 VJ.,pr,pgl 1
gV, Ve g H
PVLBL| v, VE g |
- B (3.33)
gLl

Recall that &, is non-empty as long as Ny,; > N; + 1 (the total number of coordinates
is greater than or equal to the dimension of the signal-plus-interferemce subspace). It
follows from (3.33) that in the limit of high SNR (o — 0), as long as N, > N;+1 the
optimum filter solution converges to a unit vector in the direction of §, € & .11 That
is, MAI is completely suppressed in the output of the MMSE receiver in the limit of
high SNR if N,,; > N;+1. Thus, in the limit of high SNR, MAI with up to V; = Dp—1
degrees of freedom can be suppressed with only the primary coordinates. This means
that in a sufficiently underloaded system, the primary coordinates (the upper branch
in Figure 3.1(a)) are adequate for required MAI suppression. On the other hand, the
augmented receiver based on both primary and secondary coordinates is capable of
suppressing MAI with up to N; = D, + D, — 1 dominant degrees of freedom. Thus,
by progressively adding more secondary coordinates, we can suppress a larger number

of interfering users.

3.4.2. Probability of Error

As mentioned earlier, if Tyss < Teond, receiver performance is fairly accurately charac-
terized by the SINR. The SINR is defined as the ratio of the desired signal power to

the interference and noise power at the output of the receiver and in our formulation it

takes the form SINR(g,) = ol ;“:I‘%‘gll lzg et Using the various forms of the solution
\V° — \NO'p 1

11This result parallels a similar result in [28] for the AWGN channel.
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in (3.28)-(3.30) the SINR can be expressed as

sHR -1 —1
g Rz"g g{IRee 81 o ¢
IN = == 3.34
SINR(g) 1-gfR'g  1-gi’Rile: (3:34)
= g"Ryg=gRi'el (3.35)
. 1
— g (V[,,,A—lvffp + ;;VL,pr,p) 21 (3.36)

Note that SINR depends on the particular value of g;. Drawing on the discussion in
[30], we argue that for sufficiently large Nye = D, + Ds, Pe is fairly accurately given

by

P.(g1) = Q (\25TNR(g1) ) (3.37)

over short time scales, where Q(z) = [° —\/12="e:ixid.7:. We note that the SINR is a
nondecreasing function of the total number of coordinates. As we saw in Section 3.4.1,
in the limit of high SNR only N = N;+ 1 coordinates are necessary for suppressing
N; interferers. As we see in Section 3.5, the SINR shows relatively small improvement
as N, is increased beyond N; + 1 by increasing D, (see Figure 3.3 and Figure 3.4).
To compute the P. over time scales much longer than Teong (ie. Tops > Teond)s
we need to average the conditional expression in (3.37) over the distribution of g;.'?
Since g; is modeled as Gaussian, the SINR expression in (3.35) can be alternatively
expressed as SINR(g,) = }:?:"1 piyt where py, [ = 1,2,---,D, are the eigenvalues of
R'Rg ¢, Rgeo = QuEM:b¥]Q, and v, [ = 1,2,---,D, are independent x?
random variables with two degrees of freedom and E [|7/[?] = 1. Assuming distinct
eigenvalues {y}, the P. can be computed as [1]

D
Ly

P. = E[P(g)]=>_+ [l - Fl |, where

= 2 14+

12G¢trictly speaking, we need to average over the distributions of all hy’s. However, along the lines of
[30], we are treating the MAI collectively as Gaussian noise. Figure 3.6 supports this approximation.
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o= ﬁ L (3-38)
i=1igl HU— Hi )

3.4.3. Near-Far Resistance

Over time scales within Tos 4, the proposed multiuser MMSE receivers are “near-far
resistant” in the sense that the SINR(g;) > 0 even in the limit of infinite interference

power as long as g; # 0, as evident from (3.30) and (3.36)

lim w, = -—,,——gl‘_—z and
Ajy—roo o+ ||IgLl
= 2
A,l,ir—?oo SINR(g1) = Lgc—r%”— (Neot = N; + 1), (3-39)

where A;; denote the nonzero eigenvalues of Ry; in (3.24). We note that in the limit
of strong interference (similar to o2 — 0) the optimal filter aligns itself orthogonal to
the interference subspace and thus completely suppress the MAIL

We also investigate the notion of near-far resistance defined in [17, 32] based on the
asymptotic relative efficiency (ARE) of the receiver. The ARE of the multiuser receiver
compares its asymptotic performance (as o2 — 0) in the presence of M Al relative to its
performance in the absence of MAL For time-scales within Teop 4, the ARE is defined

as

U(g) =supl0<r<1:lim Plgno) _ (3.40)
a2—0 2r|lg1|]®

Q (VEE)
where P.(g;,0) is the error probability of the receiver in the presence of MAI as a
function of o (implicit in (3.37)), and @ (@) captures the P, of the correspond-
ing single-user MRC receiver. The near-far resistance is defined as [17, 32] n(g1) =
infa,; v(g:). From (3.36) and (3.37) we note that as 0% =0, P.(g1,0) = Q ( 2 s 2)

from which it follows that v(g;) = ll]%fllljzi' Since v(g; ) is independent of the interference

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



power, it follows that!3

el e
() = V(&) = g7 = g (3-41)

It is clear that n(g;) = 1 if g is orthogonal to the MAI subspace Sr and 7(g;) = 0
if g € S;. In general, as long as Ny > NV;+ 1 and g, # O, the system is near-far

resistant.

As evident from (3.40), near-far resistance is also a measure of the transmitted power
required in a single user receiver, relative to that in a multiuser receiver, to achieve
identical performance. The value of 0 < n(g:) < 1 reflects the relative loss of efficiency
in a multiuser receiver in terms of the transmitted power at high SNRs. We now
investigate the relative powers required in single-user and multiuser systems over time-
scales much longer than T4 4. For this comparison, the P, of the single-user receiver is
given by averaging ) ( 2”%“3) over the distribution of g;. Following the discussion
in Section 3.4.2, the P. is governed by the eigenvalues of Rg, g, . sav {tsug : | =
1,2,---,D,}, and is given by (3.38) with y; = pe /0. Similarly, recall that the F.
of the multiuser receiver is governed by the eigenvalues of R;'Rg, g,- From (3.36) we
note that as 02 — 0, o?R_! ~ P, =V, V¥ . Thus, in the limit of high SNR the
P. of the multiuser receiver is governed by the eigenvalues of P ,Ryg, g,, say {ttmut}s

and is given by (3.38) with u; = pmu/0?. Furthermore, for high SNR (¢ > 1) the

. . - . . 2DP =1 Dy 1
expression for P. in (3.38) can be simplified as [1] P, = =1 5, - Let
D,

r denote the transmitted power of the single user receiver relative to the multiuser

13Parallel to a similar result in [28] for AWGN channels.
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receiver. It follows from the above approximate expression for P, that

P.(multiuser) ~ #Dr e Hsul (3.42)

P, (single-user) i1 Mmud

Thus, for identical P. in the two systems as o® — 0, the relative power of the single-

]I/Dp

user (MRC) receiver should ber = [ ID=,,1 Emul . We note that typically r < 1 since

Hoowl
the eigenvalues of P, ,Rg, ¢, (multiuser) are typically smaller than the eigenvalues of
Rg, ¢ (single-user) since P, maps to a lower-dimensional space. Moreover, as D,
increases 7 — 1. Thus, for a sufficiently large dimension of the primary subspace, and
under sufficiently high SNR, we expect the P, of the multiuser receiver to be very close
to that of a single-user MRC receiver operating in the absence of MAI. This trend is

exhibited in Figure 3.6 (discussed in Section 3.5).

3.4.4. Choice of Secondary Coordinates

There are two key issues in this context: the number D, of secondary coordinates and
the choice of the D, coordinates from amongst all the inactive coordinates possible.
The choice of D, is primarily guided by the dimensional analysis in Section 3.4.1
on performance analysis. The main conclusion is that at high SNR, we need D; =~
N; 41 — D, to adequately suppress MAI with N; degrees of freedom. As the noise
level increases, increasing D, would in general improve performance, however, beyond
a certain point we expect to see diminishing returns, as we will see in the next section.
For any given D, coordinates, the MMSE receiver is given by w, = R, 1g which we
have seen in several forms.

. Given Dy, the choice of the “best” D, inactive coordinates is in general a difficult one:

it depends on the correlation structure of primary and secondary coordinates and it
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N, —D
involves ° ? possibilities. One brute force approach is to choose the set of

D,
D, coordinates that minimizes the trace of the resulting error covariance matrix Ree

in estimating z, from z,. While a thorough discussion of this issue is beyond the scope
of this paper, we note that the difference in performance between different choices may

not be very significant as illustrated in Figure 3.8 discussed in the next section.

3.5. INlustrative Examples

We now illustrate various features of the framework with numerical examples. We
consider a system that employs Gold codes for all users with a spreading gain of
N = 63. The system supports K = 4 users in a relatively slow fading environment.
A wide-sense stationary uncorrelated scattering (WSSUS) channel is simulated via
the model (3.3) using 16 uniformly spaced paths per chip duration with independent,
equal-power fading coefficients (E[hkh{.{ ] = P:I, where P, is the power of the kth
user). All users experience a multipath spread of T,, = 2T. and negligible Doppler
effects within a symbol duration (T'By =~ 0; M = 0). An active basis corresponding
to four-fold oversampling (B = 4/T. in (3.4)) is employed for the front-end processing
at the receiver (see (3.5)). This corresponds to D, = 9 active coordinates for each
user. The background noise is such that the SNR of the desired user (E[2]lg1l|?/0?]) is
20dB unless otherwise noted. All results correspond to BPSK signaling and channel
coefficients of the desired user are assumed known at the receiver.

Figure 3.3 illustrates the improvement in SINR as a function of D;. We consider
the case where Tops > Teoni but Tops < Teona- Thus, N; = (K — 1)D, whereas the

desired user exhibits a fixed direction over T,ss. This artificial difference between the
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coherence times of the desired and interfering users is used for illustrative purposes
to simulate a system with a large number of interference degrees of freedom. The
SINR is plotted as a function of the relative power, P, of each interfering user.'*
Figure 3.3(a) corresponds to K — 1 = 1 resulting in N; = D, = 9 MAI degrees of
freedom. Figure 3.3(b) corresponds to K — 1 = 3 resulting in N; = 27.!®> Note the
performance of the MMSE receiver with D; = 0 is significantly better than that of
the MRC receiver. Furthermore, the performance of the MMSE receiver increases
significantly as D; is increased until Ny,; = D, + D approaches N; + 1, beyond which
the performance saturates.

Figure 3.4 illustrates the variation in SINR as a function of the SNR of desired user
for different D;. There are 3 interfering users with the same power as the desired
user. Figure 3.4(a) depicts the case where Tops < Teoni résulting in N; = 3, whereas
Figure 3.4(b) corresponds to the T35 > Teon: case resulting in N; = 27. The figure
clearly shows two regimes depending on D,: MAI-limited regime when D, + D, <
N; 4+ 1, and noise-limited regime when D, + D, > N; +1). While the SINR saturates
in the MAI-limited regime, it increases linearly with SNR in the noise-limited regime.
For fixed value of N;, the system moves from an MAI-limited regime to a noise-limited
one as D, is increased. For example, in Figure 3.4(b), N; = 27 and the system is MAI-
limited for D, < 28 — 9 = 19 as evident from the curves for D; = 0, 4. For D, > 19,
it is noise-limited as evident from the curves for D; = 20, 30.

Figure 3.5 shows the analytically computed P (via (3.38)) as a function of the relative

power of each interfering user for different values of D;. In this case, there are K —1 =

14We assume the same relative power, P, for each interfering user: E[hih;] = I and EMihf] = PL
15The two scenarios may be interpreted as representing 9 versus 27 interfering users when Tops <

Tcoh,i .

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



33

3 interfering users with Tops > T.on: resulting in N; = 27. The improvement in
performance with increasing D, is evident. Figure 3.6 exxplores the validity of the
P, expression in (3.38) for a variety of scenarios. Analytcical computation of F, in
(3.38) is compared with Monte-Carlo averaging of the cornditional P. expression in
(3.37) over 2000 channel realizations of all 4 users. Figur-es 3.6(a) and 3.6(b) show
the comparison for Dy = 1 and Ds = 20 in the case when ll users have equal power.
Figures 3.6(c)-3.6(f) show the comparison between Dy, = 1 and D, = 40 for higher
interference powers. Figures 3.6(c) and 3.6(d) show the conmparison for the case when
the interfering users are 3 times stronger, and Figures 3.¢6(e) and 3.6(f) depict the
case when the interfering users are 10 times stronger. Consfistent with the conclusions
drawn in [30], the approximation in (3.38) is fairly good asnd is more accurate when
effective MAI in the output of the receiver is relatively sm:.all (which is true for large
D,). We note that the analytical approximation in (3.38)1 seems to lowerbound the

actual receiver performance.

Figure 3.7 plots the the near-far resistance (via (3.41)) vexzrsus D, for three different
realizations of h;’s of all users to illustrate variation in pperformance with channel
coefficients. There are 3 interfering users with Typs < Teoni (Vi = 3) and each one is 5
times stronger than the desired user. Note that the value oof 7 tends to converge with

increasing D, and the improvement in near-far resistance saaturates as D, is increased.

Finally, Figure 3.8 explores the effect of the choice of secoendary coordinates on per-
formance. There are 3 strong interfering users with Tops 3> Teon,s (Vi = 27) and P is
analytically computed for four different choices of secondaryy coordinates as a function
of the relative power of each interfering user. Figure 3.8(aa) corresponds to Ds = 12

and Figure 3.8(b) corresponds to D = 30. The best attaimable performance, that of
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the full-dimensional (Ds = N — D,) receiver, is also plotted for comparison. Notice

that the difference in performance for the four different choices is not too significant,

especially for the larger value of D;.

3.6. Implementation Issues

The proposed MMSE receiver structure requires knowledge of second-order statistics
(R..) of the canonical coordinates and the channel coefficients of the desired user h;.
In practice, both of these quantities have to be estimated from data. In this section we
briefly discuss such implementational issues. We first discuss adaptive formulations of
the receiver which assume the knowledge of h; and infer the optimum solution directly
from data by implicitly estimating R.... We then discuss the estimation of h, directly

from data using one of the adaptive receiver structures.

3.6.1. Adaptive Implementations

To derive an adaptive formulation of the proposed receiver, we first cast it in the
framework of Linearly Constrained Minimum Variance (LCMYV) filtering [31]. In this
formulation, the optimum filter W, , minimizes the average output power subject to

constraining the signal component to remain constant:
Wy = arg min B [lWHzlz] subject to ngl = a. (3.43)

Using the method of Lagrange multipliers [31], the solution to (3.43) is given by

(04 (8 4
W = ——R7lg, = —R_!
m (gl) gfIR;,igl z,z851 gfIR;é& e,e81
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o R lg:
R S ' , 3.44
g{IRe—,clgl _CR—lgl ( )
o? (1 +gfRlg)
mv(g;) = = o 3.45
' giRzle: gi'Rlg (3-45)

Note that the solutions in (3.44) and (3.28) are identical upto a scalar.

To implement w,,, adaptively, we formulate it as a Generalized Sidelobe Canceler
(GSC) [31] to convert the constrained problem in (3.43) into an unconstrained one.
Figure 3.9 shows two adaptive implementations based on the GSC approach. Fig-
ure 3.9(a) shows a parallel scheme, along the lines of Figure 3.1(a) in which w, and
w, are adapted simultaneously (D, + Ds adaptive taps). Whereas the secondary filter
w, is adapted unconstrained, the primary filter is decomposed as w, = ag; + w, to
satisfy the constraint in (3.43). In particular, w; = G*w,. operates on the orthogo-
nal complement of g; which is spanned by the columns of the D, x (Dp — 1) matrix
G+L. This is illustrated in Figure 3.9(2) in which wy. (D, — 1 taps) and w; (D, taps)
represent the unconstrained degrees of freedom that can be adaptively updated using

any standard adaptative algorithm such as LMS or RLS [31].

Figure 3.9(b) shows a sequential implementation along the lines of Figure 3.1(b) in
which the MAI component in z, is first estimated from z, via a matrix filter C (or
a bank of filters). The primary filter w, then acts on the error signal e to further
suppress any residual interference. Note that C can be adapted unconstrained since
the secondary coordinates are signal free. The primary filter W, is decomposed as in
the parallel scheme to satisfy the constraint. In this case, the w,. and C represent
the (D, — 1) 4+ (D, x D,) unconstrained degrees of freedom that can be adaptively

updated. A thorough analysis of these adaptive implementations is beyond the scope
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of this paper. However, we note that the serial scheme in Figure 3.9(b) is particulary
suited for blind estimation of g;, as discussed in the next section. Under certain

conditions, the dominant eigenvector of Repe yields an accurate estimate of g;.

3.6.2. Channel Estimation

If h, is not known a priori, we can extend the LCMV formulation analogous to the
use of Capon’s method in [22, 33] to estimate the channel coefficients. We outline an
approach for estimating g; = Qq1h; from which h, can be obtained since Q i exists.
It is based on the serial adaptive receiver in Figure 3.9(b).

We start by noting that the constraint in the LCMV approach is based on g;. In the
extended formulation we replace g; with an arbitrary constraint vector f;. T his yields
the corresponding LCMYV solution in (3.44)-(3.45) in terms of f,. Then, the optimum
(unit-norm) f; is defined as one which mazimizes the parameterized minimum output

variance:

fio, = argmax min wiR,,w
IElI=1 wiwf i =a

= arg llgllligl fIHR;éfl (3.46)
where we have used (3.45) in the last equality. The solution to (3.46) is given by the
eigenvector corresponding to the smallest eigenvalue of R (or largest eigenvalue of
Recec).'® This solution yields an estimate of h; as h; = Qpf,,. Furthermore, the
corresponding MMSE/LCMYV solution is given by Wmy(f1,0) in (3.44).

Note that e = g; +Ai,+Av, where Ai, and Av, represent the residual MAI and noise

after the first stage of MAI suppression effected by C, as illustrated in Figure 3.9(b).

16 Assuming that the largest eigenvalue of Re e corresponds to a one-dimensional invariamt subspace.
Otherwise, any vector in the invariant subspace will suffice.
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Intuitively, for sufficiently high SNR and for sufficiently many secondary coordinates,

we expect the dominant eigenvector of Ree to be strongly influenced by g;. It is

shown in Appendix A that a necessary condition for

lim £, = 8L 4 R (ph biguity) (3.4
mt,,=——, 0 € ase ambiguity), 3.47
A% = Tl P guity )

is that D, > N; (secondary coordinates alone are sufficient to completely suppress the
MAI). We note that in our simulations we have found this condition to be sufficient as
well. Thus, the dominant eigenvector of Rep yields a reliable channel estimate up to a
scale factor. A representative plot of log(||fi, — e’®g.1/|lg:1]l||?), where {1, is computed
using (3.46), is shown in Figure 3.10 as a function of SNR for different values of D;.
There are 3 interfering users with Tpss < Teoni- It is evident that the estimation error
decreases monotonically with SNR for D, > N; = 3.

Recall that the MMSE and LCMYV solutions are identical upto a scalar and note from
(3.33) that in the limit of high SNR, the optimum primary solution w,, = Rgg1 =
cg1,.- However, in the limit g, is an eigenvector of Ree. Thus, we expect that in the

limit of high SNR the optimum primary solution is identical to g; as long as Ds > N;.

3.7. Conclusion

The generic linear multiuser receiver in Figure 3.1(a) typifies our integrated design
framework in terms of canonical multipath-Doppler coordinates. The canonical co-
ordinates fully incorporate time-varying channel dispersion effects via the robust and
parsimonious signal representation (3.3) and provide a natural subspace approach to
exploit dispersion effects for MAI suppression. The primary coordinates facilitate

maximal exploitation of channel diversity and limited MAI suppression. Progressively
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enhanced MAI suppression can be attained by augmenting the receiver with secondary
coordinates. The framework also lends itself easily to blind/adaptive implementations
that require knowledge of only the desired user’s code.

The natural signal space partitioning in terms of primary and secondary coordinates
provides a direct handle on controlling receiver complexity. This is a particularly
attractive feature in adaptive implementations in which the desired input statistics
have to be estimated directly from data. For example, as reported in [21], existing
chip-rate sampled adaptive receiver designs operating in the full-dimensional signal
space suffer from poor performance due to unreliable estimation of data covariance
matrix in practical time-varying scenarios. Our framework for designing a range of pro-
gressively complex (powerful) receivers by incorporating secondary coordinates serves
as a useful approach for striking a judicious practical tradeoff between complexity
and performance. Furthermore, while our examples focused on slow fading scenarios,
the notion of Doppler diversity with appropriate signaling (3, 34] may also be lever-
aged in fast-fading scenarios to further enhance system performance. Finally, we note
that notion of canonical coordinates can be extended to space-time scenarios as well

[35, 36, 37].

3.8. Figures
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Primary z, zp
(Active) W,
() Coordmate% +

Seconfiary zs | + 2
(Inactive) W = C
Coordinates

(2) (b)

Figure 3.1. (a) Generic linear receiver structure based on canonical multipath-Doppler coor-
dinates. (b) Interpretation of the MMSE receiver in (3.20) and (3.21). The matrix filter C
suppresses MAI in the primary coordinates z, by using the secondary coordinates zs. The
filter w, further suppresses MAI in the residual e and performs diversity combining.
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Figure 3.2. A schematic illustrating active and inactive coordinates. Active coordinates
correspond to multipath-Doppler basis signals that lie within the channel spread. Inactive
coordinates correspond to basis functions outside the channel spread.
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Figure 3.3. Receiver SINR versus relative power of each interfering user for different number
of secondary coordinates (D). Long times scales with respect to interference coherence time
(Tobs > Teoni)- (a) 1 interfering user (NV; = 9). (b) 3 interfering users (V; = 27). Notice the
saturation of SINR as N¢ot = Dp + Ds =9 + D, increases beyond N; + 1.
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Figure 3.4. Receiver SINR as a function of SNR of desired user for different values of D;.
Three interfering users with the same power as the desired user. (a) Tops < Teoni (Vi = 3).
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(b) Tobs > Teon; (N; = 27). Note that the receiver moves from an MAI-limited regime to a

noise-limited regime as D; increases beyond N; +1 — D, (-5 for (a) and 19 for (b)). SINR
saturates in the MAI-limited regime but increases linearly with SNR in the noise-limited

regime.
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Figure 3.5. Analytically computed P. (using (3.38)) as a function of the relative power of 3
interfering users (N; = 27) for different values of D;.
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Figure 3.6. Comparison of analytically computed P, (via (3.38)) versus Monte-Carlo aver-
aging of (3.37) over all hy’s for different values of D,. 3 interfering users. (2) and (b): all
users with equal power. (c) and (d): interfering users are 3 times stronger than desired user.
(e) and (f): interfering users are 10 times stronger. We note for large D, the receiver per-
formance is close to that of a single-user (MRC) receiver with 3-level diversity [1] operating
in the absence of MAL
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Figure 3.7. Near-far resistance, computed using (3.41) for 3 different realizations of hy’s, as
a function of D,. There are 3 interfering users that are 5 times stronger than the desired
user.
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Figure 3.8. Analytically computed P, for different choices of secondary coordinates as a
function of the relative power of 3 interfering users. (a) Dy = 12 (b) D, = 30. Notice that
the relatively small difference in performance between different choices, especially for larger

D;.
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Figure 3.9. Structures for adaptive implementation. (a) Parallel structure, and (b) Serial
structure. The serial structure is particularly suited to blind channel estimation from the
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



47

[

LOG(SQUARED-ERROR)
=

10°°¢

] 1 I} I
0 5 10 15 20 25 30
SNR (dB) OF DESIRED USER

4

Figure 3.10. A representative plot of the channel estimation error as a function of SNR of
desired user for different value of D;. 3 interfering users that are 10 times stronger than
desired user. Notice the monotonic decrease in error for Dy > N; = 3.
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CHAPTER 4
A NOVEL FRAMEWORK FOR MC-CDMA RECEPTION

IN THE PRESENCE OF IMPERFECTIONS

4.1. Introduction

Future wireless personal communication services will require high bandwidth to sup-
port multimedia formats. Direct-Sequence (DS)-CDMA has emerged as a core wireless
technology in the third generation and emerging standards. However, conventional
CDMA systems are fundamentally limited in their ability to deliver high data rates
due to implementational issues associated with higher chip rates and complexity is-
sues related to higher Inter Symbol Interference (ISI). These impairments put severe
constrains on the data rate supportable by single carrier (SC)-CDMA systems [38].
Multi-Carrier (MC) modulation, often called Orthogonal Frequency-Division Multi-
plexing (OFDM), has drawn a lot of attention due to its ability to support high rates
while ameliorating ISI and fading. In OFDM, the high rate stream is split into a
number of parallel lower rate ones that are transmitted over narrowband orthogonal
subcarriers. The longer symbol duration of lower rate streams in conjunction with a
guard time (cyclic prefix), significantly reduces the effects of ISI. An attractive aspect
of OFDM is that modulation and demodulation can be implemented efficiently by a
Discrete Fourier Transform (DFT).

MC-CDMA, a combination of CDMA and OFDM, has been proposed to support high
data rates in CDMA systems [7, 6, 8]. The lower data rate supported by each sub-
carrier is manifested in longer symbol and chip durations. In a properly designed

MC-CDMA system, each single subchannel encounters flat fading, thereby eliminat-
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ing the need for channel equalization. Furthermore, the system exploits frequency
selectivety for diversity via the different subcarriers. MC-CDMA also requires a lower-
speed parallel-type processing compared to fast serial-type processing in a SC-CDMA
system. Thiese important features make MC-CDMA a strong candidate for high-rate

wireless cornmunications.

Though OEDM is robust to ISI, its performance and ease of implementation criti-
cally depemd on orthogonality between subcarriers, a property that is destroyed by
non-ideal system characteristics encountered in practice. These non-idealities include
frequency offsets and phase noise, that are due to the inefficiency of the local oscilla-
tor at the gransmitter and/or receiver, as well as Doppler effects due to fast fading.
MC-CDMA systems are more sensitive to these imperfections than SC-CDMA sys-
tems due teo longer symbol durations. For example, the channel may appear almost
constant ower one (short) symbol duration in a SC-CDMA system while it may ex-
hibit faster variation over the longer MC-CDMA symbol. The loss of orthogonality
between subcarriers is due to the dispersion of signal power from a particular subcar-
rier into adjacent frequencies which results in Inter Carrier Interference (ICI). Since
existing MC-CDMA receivers process each sub-channel separately, they collect only
part of the transmitted power in each subcarrier in addition to suffering from ICIL
These imperfections severely limit the performance of existing MC-CDMA systems

[39, 40, 41, 42, 43, 44].

This chapter addresses the design and analysis of MC-CDMA systems in the presence
of frequencyy offset, phase noise and fast fading. We assume sufficiently large number
of carriers so that ISI is negligible in each subcarrier. We introduce an integrated

receiver structure for combating these imperfections based on a canonical model for

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



50

the received signal that efficiently captures the effects of the non-idealities. In essence,
each subcarrier is decoded by processing a subset of adjacent subcarriers. Our results
demonstrate that, with slightly higher complexity, the degradation due to imperfec-
tions can be virtually eliminated. Furthermore, in contrast to existing designs, the
proposed receiver exploits Doppler diversity [3] to deliver improved performance under

fast fading.

The next section reviews the channel model and receiver structure in conventional
MC-CDMA systems. Section 4.3 presents the proposed receiver structure as well
as an analysis of its performance. Sections 4.4, 4.5 and 4.6 assess the performance
of the proposed receiver in the presence of frequency offsets, fast fading, and phase
noise, respectively. Section 4.7 provides some numerical results depicting a variety of
scenarios. Section 4.8 an alternative but equivalent representation to the proposed

receiver. Section 4.9 presents some concluding remarks.

4.2. System Model

We adopt the Wide Sense Stationary Uncorrelated Scattering (WSSUS) channel model
described in Section 2.2. We assume a symbol duration 7" and essential double-sided
bandwidth B. In this section, we review a typical MC-CDMA system. We first
introduce a typical MC-CDMA transmitter. We also describe a modified MC-CDMA
transmitter that employs longer symbol duration (and a larger number of subcarriers)

to reduce ISI. Then, a typical MC-CDMA receiver is discussed.
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4.2.1. MC-CDMA Transmitter

In DS-CDMA, the transmitted spread spectrum signal occupies the entire bandwidth
B. The idea behind MC-CDMA is to transmit the data on parallel channels, each
occupying a fraction of the bandwidth of the original CDMA signal. In a typical MC-
CDMA system, shown in Figure 4.1, the signature code {G,,p =1,2,---, P} is spread
among a set of P orthogonal subcarriers each carrying the same information bit b;.
Thus, each chip modulates one of P orthogonal subcarriers. This process is done by
the P-point DFT block. A guard time is then added to reduce the effects of ISI. The
subcarriers are separated by 7 and the bandwidth associated with each subcarrier is
B, = Z. Figures 4.2(a) and (b) show the spectrum of a SC-CDMA signal and that of
a MC-CDMA signal, respectively. The objective is to make B, smaller than A f. so

that each subcarrier encounters flat fading.

For very high data rates, it is desirable to further increase the symbol duration over
each subcarrier to make T > T, so that ISI is negligible [7, 38, 45]. The signal is first
serial-to-parallel converted before spreading over the frequency domain. In particular,
to increase the symbol duration J times, J lower rate streams need to be transmitted
in parallel. Each stream is transmitted through a MC-CDMA transmitter similar to
the one described in Figure 4.1 with T replaced by JT'. Using this technique, the data
rate of the parallel streams can be made arbitrary low to alleviate the effects of ISI
without affecting the overall data rate. However, increasing the symbol duration on
each subcarrier makes the system more susceptible to frequency offset, phase noise and
fast fading [38, 45, 41, 40, 39, 46]. The proposed receiver can then be employed in the
modified MC-CDMA system to restore the performance loss due to these imperfections

and exploit Doppler diversity.
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For simplicity of exposition, we limit our development to a conventional MC-CDMA
system (the one described in Figure 4.1). The proposed system can be readily extended
to the modified MC-CDMA system. Let P = 2N — 1. Define the set of active

subcarriers to be {f, = 2"17 l n=1,2,---, N} corresponding to the solid spectra in

Figure 4.2(b). Define the set of inactive subcarriers as {ﬁ = —27—’.‘, n=12,---,N—1}
corresponding to the dotted spectra in Figure 4.2(b). For simplicity of exposition, we
assume that only the active set is used for data transmission. The results presented can
be readily extended to the case where information is transmitted on all subcarriers. A

signature code {a,} of length N = £ is employed to modulate the active subcarriers.

QgL P odd

In the context of Figure 4.1, a, = , p=1,2,---,P}. The inactive

0 p even
subcarriers may be used at the receiver as will be clarified later. We also focus on

a single user system where a single bit is transmitted on all active subcarriers. The

transmitted signal can be written as
N L
s(t) =b Z anq(t)e?? = (4.1)
n=1

where ¢(¢) = 715, 0 <t < T is the normalized symbol waveform.

4.2.2. Conventional MC-CDMA Receiver

Consider a conventional MC-CDMA system with no imperfections in a slowly fading
channel. At the receiver, the guard time (cyclic prefix) is discarded and the signal is
fed to a P-point DFT block to separate the subcarriers. The received signal for one

symbol can be written as

r(t) = b: g: aniz(n)q(t)eﬂ"f“t + n(t) (4.2)

n=1
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where k(n) is the channel coefficient of the n*® subcarrier and n(t) is complex Additive
White Gaussian Noise (AWGN) with power spectral density o?. The test static z,

resulting from projecting r(¢) onto the n** active subcarrier is

T . -

2 = % [ rt)emtntdt = branh(n) + vn (4.3)
o

where {v,} are independent with variance 0. With perfect channel estimates, the bit

decision is given by

b, = sign [rea.l {i\f: a;E‘(n)zn}] . (4.4)

n=1

We note that this receiver provides L + 1-fold diversity where L = [T, B] is the

number of resolvable multipaths [1].

4.3. The Proposed Framework

In the presence of fast fading, Doppler shifts, frequency offset and/or phase noise, the
orthogonality between subcarriers is destroyed. The matched filter output (4.3) will
suffer from leakage from the other active subcarriers [41, 40, 39, 46]. This leakage
disperses the energy of a particular subcarrier over the adjacent subcarriers. Thus, it
is necessary to jointly process the test statistics from different subcarriers. We intro-
duce a receiver structure that combats all these impairments in an integrated fashion.
It fully eliminates the performance loss due to frequency offsets and phase noise.

Moreover, in contrast to existing receivers, it exploits temporal channel variations for

improved performance via Doppler diversity.
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4.3.1. General Receiver Structure

The information bearing signal in (4.2) in the ideal channel is a linear combination
of the fixed basis functions, us(t) = q(¢)e’?™*, n = 1,2,... N, with A(n) as the
corresponding expansion coefficients. In the presence of imperfections, the received

signal can be represented as

N
r(t) = b1 Y anw(t, fa)q(t)e?*™ ™ + n(t) (4.5)
w(t, fo) = &(t, fn)e? 2 Forrteielt) (4.6)

where &(t, f») accounts for the channel and is defined in (2.1) (the index k is removed
for simplicity since this chapter deals with a single user scenario), the term el fos st
accounts for frequency offset between the transmitter and receiver oscillators, and e?#(*)
accounts for phase noise.! Compared to the ideal system (4.2), the channel coefficients
in (4.5) are no longer constant over a symbol duration. Temporal variations are
manifested as spectral dispersion — each subcarrier exhibits a spectral spread around
the subcarrier frequency. However, due to the finite symbol duration, any arbitrary
spectral spreading around each subcarrier can be represented in terms of a finite
number of discrete frequencies [14, 3]. More specifically, let @w(t, fn) = w(t, fa)Ijo,(t)
denote the part of w(t, f,,) affecting the symbol, where I} ,j(¢) is the indicator function

of the interval [z,y]. W(¢, f») admits the following Fourier series representation

Bt fa) = 32 h(m,n)e P, E(m,n)=% foTw(t, fa)e 5 A (4)

m=—00

LThis model corresponds to phase noise at the transmitter. Our development can be easily ex-
tended to the case of having the phase noise at the receiver or at both the transmitter and the
receiver.
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where {h(m,n)} are random variables characterizing the effect ©f w(t, f,). Using (4.7),
the received signal in (4.5) can be written as

N M. - J2mme
r(t)=b1 Y. D> azh(m,n)q(t)e T e? It n(t) (4.8)

n=1 m=—M;

where M; and M, are integers determined by the type of irmperfections (discussed
later). Note that M; = M, = 0 is an ideal system. In the presence of imperfections,
more than one channel coefficients {k(m,n)} are associated wEth each subcarrier. We
also note that in general a relatively small number (M, + M;+1} of subcarriers captures
most of the energy in the dispersed subcarrier. The key idea of the paper is to restore
the loss in performance and exploit diversity for each subcarrier by jointly processing
adjacent subcarriers corresponding to significant {A(m,n)}.

For convenience, we rewrite (4.8) in terms of the active and imzactive subcarriers

N e N-1 o
r(t) =51 Pa()q(t)?™ Tt + b1 > pia(n)q(t)e? ™ T! + n(t) (4.9)
n=1 n=1
where
Ml,u - M2.u -
pe(n)= 3. A(2m,n—m)an_m and po(n)= D R(2m +1,n —m)an—m
m=—Mj m=—(Mz,+1)

(4.10)
represent the coefficients modulating the active and inactive smbcarriers, respectively.

Here, My = s(M)), My, = &(M..), Moy = p(Mi), Ma, = p(M=), and £(M) and (M)

Y, M iseven M_1, M iseven
are defined as k(M) = and p(M) =
1—"“[2;1, M is odd M—{L: M is odd

The representation in (4.9) and (4.10) captures the leakage of imformation between the
different subcarriers and is illustrated in Figure 4.3 for M; = M, = 2.

It can be readily shown that the general expression for ﬁ(m,n) in the presence of
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frequency offset, phase noise and fast fading is

h(m,n) = l/B" C(, f.)G Ll — foss— 0] dé (4.11)
b T —Bd sJn T
where
~ T .
C(6. fa) = [ &t, fa)e >t (4.12)
0
and
G(B) — /T eje(t)e—j?-rﬁtdt. (4.13)
0 .

The statistics of the coefficients {k(m,n)} vary with the type of imperfection. In most
cases the correlation function of {A(m,n)} determines the receiver performance. Since
C(9, f») and G(8) in (4.11) are statistically independent, and C(8, f») is uncorrelated

for different of 4 [1],

p(ma,niimanz) = Efh(ma,n)h(me o] = 2 [ [ B[00, /n)C(0" fo0)

« E [G (1’-,_;‘,—1 — fois —e) G (%2 = forr - 0)] dode’
= o [ (0, fu = Fu)o iy = OT = o Tomy = 0T — fursT) d8
(4.14)
where
E[C(8, fu)CT(0', far)] = (6, far — Fna)8(6 —6"),
$(0.00) = = [G(At, A MdAL
= ®g(0)vas(Af) (4.15)
and
o(61,02) = B [G (%) e (%)] - (4.16)

#(At, Af) is defined in Section 2.2 and ¢(6;, 82) depends on phase noise statistics and

is discussed in more detail in Section 4.6.
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4.3.2. Receiver Performance

In this section we analyze the performance of a coherent receiver employing Maximal
Ratio Combining (MRC) based on the proposed signal model in (4.9) and (4.10).
Define the active and inactive test statistics to be the projection of the received signal
on the active and inactive subcarriers, respectively. The n®* active and inactive test
statistics are

r(t)e~ 2" Ftdt = byp,(n) + vn

zn_%/:

Ml.u -
= bia,h(0,n) + b, > h(2m,n — m)an_m + Vn, (4.17)
m=—My 1, m#0
= —1—/T r(t)e'jg"zTn‘dt = bipia(n) + T (4.18)
~n — \/T o = 01Pia n b

where {#,} are uncorrelated Gaussian random variables with zero mean and variance
o2, and are independent of {v,}. We analyze three different receiver structures.

R1: This is the conventional receiver that ignores the effect of imperfections. It em-
ploys bit detection based only on the first term in the right hand side of (4.17). Note
that the first term is the desired signal component while the second term is the ICI
due to imperfections.

R2: This is one of the proposed receivers that jointly processes only the active sub-
carriers.

R3: This is another proposed receiver structure that jointly processes both the active
and inactive subcarriers.?

Notice that in absence of imperfections (i.e. M; = M, = 0), z, = b1anh(0,n) +v, and

%, = 0,. The receiver structure R1 is optimal in this case. It is convenient to express

2Note that if both active and inactive subcarriers are used at the transmitter, R2 and R3 become
identical.
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the test statistics (4.17) and (4.18) in matrix form

zan=b; (af,nfla,n + a,Jz(O, n)) + v, (4.19)
Z, = bial hign + n (4.20)
where
T
dan = [ AntKyu: @ntKpu—1: " C@ntl: Gn-1; °°° Gn-Ky; ] :
T
ha'"‘ = [ B(_QKl,unn + R’I,u)t T Fl(_2~n + 1) E(2~ n-— ]-)~ e E(?‘A’l,lf n— KLI) ] :
T
Aian = [ AntKayy Gn+Koyu—1: " CGn4ly Gns Qn-1;, °°° Qn—-Ky, ] and
T
hian = [5(—2Kz,u,n+ﬁ'z.u), oo R(=Lin+1), --- h(2Ksi+1,n— Ka)) ] - Note

that in the above definitions a; = 0 if < 1 or 7 > N. Stacking the active and inactive

test statistics in one vector we have

VA &a a0 ga
z = |l =big+tv=>b +v=>b +b +v (4.21)
Zia 8ia 0 Eia
where z, and z;, are the active and inactive test statistic vectors, respectively. g, =

€a.0 + &, are active noise-free test statistics, where g, , = A_h, denotes the part of g,

corresponding to m = 0 coefficients, and g, = Ah, corresponds to m # 0. In these

definitions
N ) T
A, = dia'g(ab az,---, aN)7 h, = [ /~z(0, 1.). 71(0. 2). s h(o, ./V) }4122)
al, 0 0
0 af, --- 0 N . . . T )
A, = 2 and b, = [ BT, BT, ... BT ] . (4.23)
0 0 aly
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Meanwhile, g;, = A h;, are the inactive noise-free test statistics where

af;,l 0 - 0
0 311;,2 0 ~ ~ T
Aia = and hi, = [ hz?:z,l’ hzz;,zv h;z;,N—l ]
0 ° 0 a?rl,l\f—t
(4.24)
The bit decision based on MRC is given by
b, = sign {real [f¥2]} (4.25)
Beo R1
0
f= g1 Ral. (4.26)
0
L
g= 8e , R3
4 Eia J

We now compute the probability of error (Pe) for the three receivers assuming perfect
knowledge of f at the receiver. In computing P. for R1, the second term on the right
hand side of (4.17) is taken to be zero, i.e. the ICI term is not considered. This

provides an upper bound on R1 performance.® The conditional P given f is

P(f) =Q ( ol (4.27)

o2

_..12

where Q(z) = 715; [ e“dz. The unconditional P, is obtained by averaging the

expression in (6.38) over the distribution of f. If f is a complex Gaussian vector, P,

3The ICI term in (4.17) will be included for R1 in the case of phase noise.
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is given by [1]

D D
™ Hi 1224
p=%2 [1 - - (4.28)
=3 L+ ;:Il.li# o i
where y;, [ = 1,2,---,D are the nonzero eigenvalues of U%Rf,f. Rs ¢ depends on the

correlation function p(k,n;m.q) defined in (4.14). Using (4.26), these eigenvalues
correspond to the nonzero eigenvalues of Rg, , ¢, , for R1, Rg, ¢, for R2, and Rg ¢ for
R3. The number of nonzero eigenvalues reflects the diversity order. Note that f is not
Gaussian when phase noise is present. We will rely on simulations to assess system
performance in the presence of phase noise.

We note that the constants M; and M, determine the number of subcarriers to be
jointly processed for decoding a particular subcarrier. Accurate values for M; and M,
are useful in the context of noisy channel estimation so that the coefficients {h(m,n)}
other than the expected M;+M,+1 nonzero components are explicitly set to zero. This
is akin to finger management in RAKE receivers [1]. Including subcarriers outside the
[— M, M,] range only picks up noise and degrades system performance. In subsequent
sections we compute the relevant statistics for the three receivers for the different

imperfections. We also provide estimates for M; and M,,.

4.4. Reception in the Presence of Fast Fading

When only fast fading is present, w(t, fa) = &(t, fn), fors = 0 and o(¢) = 0 in (4.6).
The {h(m,n)} in (4.8) are given by [14, 3]

R(m,n) = [ Z‘: (0, f.)sinc ((% - 0) T) e~ T($-0)dg. (4.29)
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The correlation function that determines Ry ¢ is given by

. Bqg
p(ml,nlgmg,nz) = e_Jrr(ml-mz) [Bdw(e,Af) X
sinc ( (%ﬂ-‘ — ) T) sinc ( (1"7-,3 - a) T) 46 (4.30)

where Af = f,, — fa, and ¥ (6,Af) is defined in (4.15). Notice that for a particular
subcarrier n, the power captured by the coefficients, p(m, n;m, n), is symmetric in m.
Thus, M; = M, = M. Figure 4.4(a) shows the power in {h(m,n)}, for any given n,
and B,T = 2. It is evident that most of the energy (and diversity) is captured by
[m| < M = 2. The expression in (4.29) is a smoothing of C (8, fa) over § with a sinc
function having a null-to-null bandwidth % It follows that for any n, M = [B;T] is
a good upper bound on the number of significant subcarriers [14, 3]. For each n, as
long as {ﬁ(m, n), m = —M,---, M} are weakly correlated, the proposed receivers R2
and R3 would exploit Doppler diversity due to the increase in the rank of Res in R2
and R3 over that in R1. Thus, R2 and R3 provide better performance compared to
R1 by collecting the dispersed energy as well as exploiting Doppler diversity.

Since the level of diversity increases with B4T', the modified MC scheme described
in Section 4.2.1 can be used to increase the effective T and hence By7T. However, at
higher B;T, the number of strong coefficients M increases as well, thereby, increasing

receiver complexity.

4.5. Reception in the Presence of Frequency Offset

We now consider the case when there exists a frequency offset f,f; between the trans-
mitter and receiver local oscillators (no phase noise). Subcarrier frequency offset causes

severe attenuation in each subcarrier as well as ICI between the different subcarriers
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(see, e.g., [47]). We consider both slow and fast fading channels.

4.5.1. Frequency Offset Correction in Slow Fading Channels

In this case, w(t, f,) = &(fn)e?> st in (4.5) and the {h(m,n)} in (4.8) are given by
h(m,n) = & fa)sinc (m — forT) e 7= m=lor 1), (4.31)

Since most of the dominant coefficients in (4.31) lie in the main lobe of the sinc

function, we have

l‘/[[ = [—foffT]and fV[u = l-foffT]. (4.32)

From (4.31), the correlation function of the coefficients is given by
p(myi,ny;mo,ng) = e=immi=m2)o (A f)sinc(my — forsT)sinc(ma — forsT) (4.33)

where A f = f,, — fa,- Figures 4.4(b) shows the energy captured by the mth coefficient
at forsT = 0.8. It is evident that (4.32) provides a good estimate for the range of
dominant coefficients.

We note from (4.33) that in this case, the covariance matrix Res has the same rank
for R1, R2 and R3. This is because the statistics depend on ¥af (A f) which does not
depend on f,;;. For any n there is essentially a single dominant coefficient h(m,n) —
the frequency offset simply shifts the location of this coefficient. Hence, no additional
diversity is available in this case. However, R2 and R3 restore the loss in performance

encountered by R1 by collecting the dispersed energy.
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4.5.2. Frequency Offset Correction in Fast Fading Channels
In this case w(t, fn) = &(t, fn)e??"foft in (4.5) and

Ez:dd C(8, fr)sinc ((E — fors — 9) T) eI (Fluis=0)dp (434

h(m,n) =/ T

Following the same argument as in Sections 4.4 and 4.5.1, M; = [BaT — forfT] and

M, = [BaT + fo;sT]. The correlation function of the coefficients is given by

my

i B
p(mymiima,ng) = eI [ (0, Af)sine (T = fors —0) T)
—Od

« sine ( 2 fors - 9) T) do. (4.35)

Figures 4.4(c) show the distribution of energy over k for BT = 2 and fo;;T =0.8. In
this case, the proposed receiver R2 and R3 not only restore the loss in performance

due to frequency offset, but yield further improvement due to Doppler diversity.

4.6. Reception in the Presence of Phase Noise

We consider slow fading for simplicity in this case. As reported in many papers
(see, e.g., [39, 40, 41, 42]), the performance of OFDM systems degrades severely in
the presence of phase noise and frequency offsets. Phase noise is particularly serious
problem when relatively low-cost tuners are employed at the receiver.

In this case, the received signal can be expressed as

r(t) =b ij anl(fr)q(t)e??™mtede®) 1 n(t) = byz(t)e*®) + n(2) (4.36)

n=1

where p(¢) is modeled as Brownian motion (or Wiener-Lévy) process with zero mean
and variance 27 B,t [41, 48, 49]. If the phase noise realization is known at the receiver

along with the channel coefficients {&(f,)}, the optimal decision statistic is

¢= " en(8)e e Or(t)dt = by / " le()dt + Ji " e ()n(t)dt, (4.37)
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which cancels phase noise and there is no loss in performance. In our framework
w(t, fn) = &(fo)e’®® in (4.5) and the coefficients {A(m,n)} in the model (4.11) are
given by

2rme

h(m,n) = :}é(fn)G(m/T) = -}-é(fn) /OTe"g“’e"' T dt. (4.38)

The performance can be restored by processing the discrete frequencies in (4.38) as
opposed to the continuous processing in (4.37).

We note that f in (4.26) is no longer Gaussian in this case. Hence, the system per-
formance does not only depend on Rg¢ but rather on higher order statistics as well.
However, the correlation function p (m;,n1; m2,n2) can be used to determine the num-
ber of coefficients {k(m,n)} needed to capture the dispersed energy.

The correlation function of {E(mn)} given in (4.38) is given by
1 .
p(my,ni;me,na) = ﬁ%f (Af) p(m1, m2) (4.39)
where Af = fa, — fny, Yas (fa, — fn,) is defined in Section 2.2 and

T T . 2m(zt—yu
o(z,y) = E [G (%) G- (%)] —E [ [ eJ(Q(‘)_Q(“))e‘JZ(—T'—)dtdu] (4.40)
0 0

T2 ~ (ej‘-’-ﬁ(y—r) — 1)
w25 (v +42?) (y — 2)
T2 (7% — 4zy) (e—r(w—jzy) — e—i2nly=z) 4 g—m(r+i27) _ 1)

2 (72 +42?) (v* + 4y?)
T2 j2’y($ 4+ y) (6_77('7—.7.23/) + e—j27r(y—:t) — e—?f(‘7+j2.’!.‘) — 1) (4 41)
R (v? +422) (2 + 49?) '

where v = B,T. We have used (4.13) and (4.16) in (4.40). The expression in (4.41)
is derived as follows. For a particular ¢,u, o(t) — o(u) is a Gaussian random variable

with zero mean and variance 27 B, |t — u|. It can be shown that

E [ej(e(t)—e(u))] — g~ Bolt—ul_ (4.42)
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that is, the characteristic function of p(¢) — o(u) evaluated at a particular point.
Substituting (4.42) in (4.40), and after some algebraic manipulations we reach the
expression in (4.41).

We use p(my,n1;ma,ng) to estimate M; and M,. The power in the coefficients is

proportional to

272 ~ (v% — 4z? e~ ™ [(~? — 42?) cos(2m) — dyzsin(2w
o(z,7) = {2 A 2)2+~ (v ) cos(2my) — dyzsin(2my) | |
2 + 422 (42 + 4z?) 7 (72 + 4z2?)
(4.43)
Special case of (4.41) for integer variables m;, mj is
2T? (4% —4dmyms) (e7™ — 1)
- .Mo) = 4.44
Pl me) = S G amd) (3 + am) (a4
and the corresponding power at m; = mg =m is
272 v v?2 —4m?)(1 — e ™ .
otmym) = 2 [ s = (e (4.45)
] (/ +4m) 7r(72+4m)

Figure 4.5(a) shows the normalized energy captured by the coefficients on a symbol
duration T as a function of the coefficient index m. As evident, the energy of the
coefficients is symmetric around 2 = 0. Hence, M; = M, = M. The function p(m,m)
in (4.45) does not have a zero for any finite m, but it is monotonicaly decreasing with
m. One way to choose M is so that only those {h(m,n)} are included whose normalized
power is above some preset threshold € > 0. Figure 4.5(b) shows M as a function of

B,T for different threshold values.

As mentioned earlier, due to non-Gaussianity of phase noise, the expression of P, in

(4.28) is no longer valid. In this case we assess system performance via simulations.
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4.7. Numerical Results

We now compare the performance of the proposed receiver R2 and R3 relative to
conventional receiver R1 via various examples emphasizing different types of imper-
fections. Examples 1,2,3 and 4 are based on a system with a signature code of length
N = 64 (only active subcarriers are used for transmission). In Example 5, all the sub-
carriers are used for transmission corresponding to a signature code of length P = 127.
We consider a WSSUS channel model with L = 6 resolvable paths. All the results
correspond to BPSK signaling and we assume perfect knowledge of f at the receiver.
System performance is compared in terms of P. as a function of the parameters, B;T',
forsT and B,T. The separability assumption in (2.2) is used in Examples 1 and 3. In
Examples 1,2 and 3 (based on analytical results), the P, computation for R1 ignores
ICI and is thus a lower bound on the P. of the conventional receiver operating in the
presence of imperfections. In Examples 4 and 5, Monte-Carlo simulations are used
to assess system performance in the presence of phase noise. In these examples, the
effects of ICI are included in R1 as well.

EXAMPLE 1

We compare the three receiversin fast fading channels (B4T > 0, forsT = 0 and B,T =
0), SNR = 10dB, and M = 5 which is sufficient to capture the signal energy. Perfect
knowledge of f automatically takes care of insignificant coefficient in the range —M, M.
The coefficients corresponding to the n'* active subcarrier are {h(n — 2,4),h(n —
1,2), k(n,0), k(n+1,—2), h(n+2,—4)}, whereas those corresponding to the nth inactive
subcarrier are {h(n —2,5), h(n—1,3), k(n,1), h(n+1,—1), A(n+2,-3), h(n +3,-5)}.
Figure 4.6(a) shows the performance of the three receivers as a function of B,T. The

P, of the conventional receiver R1 increases monotonically with increasing B4T'. The
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performance of R2 shows modest improvement up to B,;T = 1, but then considerable
improvement beyond B4T = 1. This because R2 only uses the active subcarriers. The
performance of R3 which uses both the active and inactive subcarriers is the best.
Note that both R2 and R3 show improved performance relative to the conventional
receiver under slow fading (BsT = 0). This is due Doppler diversity. The gains due
to Doppler diversity becomes significant for BsT' > 0.05 which may not be directly
attainable in existing systems. However, the modified MC-CDMA system can be used
to exploit Doppler diversity by effectively increasing ByT, analogous to the schemes
in [3, 34].

EXAMPLE 2

This example compares the performance of the receivers in the presence of frequency
offset in a slowly fading channel (i.e. BsT =0, foffT > 0 and B,T = 0), SNR =10dB
and M; = M, = 5. Figure 4.6(b) shows the performance as a function of f,;;T. The
degradation in the performance of the conventional receiver R1 with increasing in
forfT is evident. The performance based on R2 shows a severe degradation as well up
to fofsT = 1, beyond within the receiver shows significant improvement. The reason is
that for 1 < f,;;T < 2, most of the energy lost in the nth subcarrier due to frequency
offset is dispersed into the {n + 1% n+ 2”‘}4 subcarriers. Since, R2 collects energy
for n + 2 and not for n £ 1, it does not collect the dispersed energy until forsT > 1.
Note also that the P. for R2 is maximum at f,;;7 = 1 because R2 only processes the
active subcarriers and, thus, if the received signal is offset by %, it will be orthogonal to
all active subcarriers. The performance of R3 is constant, unaffected by the increase

of fossT, since it processes both the active and inactive subcarriers. Thus, R3 fully

4If f,;; < O the energy will be dispersed on {n — 1*,n — 2**} subcarriers.
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restores the performance to the offset-free case. However, there is no diversity gain in

this case.

EXAMPLE 3

This example considers effects of frequency offset in a fast fading channel (i.e. BsT >
0, fossT > 0 and B,T = 0), SNR = 10dB and M; = M, = 5. Figure 4.7(a) shows
the performance as a function of B,T for fixed f,fsT = 0.3. Comparing the figure to
Figure 4.6(a), it is clear that the performance of R2 and R3 show a similar trend with
R2 showing some loss due to frequency offset. Figure 4.7(b) shows the performance
as a function of f,;;T at BsT = 0.3. Comparing with Figure 4.6(b), it is clear that
in addition to correcting for the frequency offset, R3 delivers improved performance

due to Doppler diversity.

EXAMPLE 4

This example compares the receivers in the presence of phase noise in a slowly fading
channel (i.e. ByT =0, fo,;sT =0 and B,T > 0), SNR = 10dB, and M = 10. The
results are based on Monte-Carlo simulations over 50,000 iterations. Figure 4.8(a)
shows the system performance as a function of B,T. The severe deterioration in
performance of R1 is evident. R2 performs better than R1. However, since R2
collects only part of the energy, there is a degradation in performance compared to
the ideal case with no phase noise (B,T" = 0). The performance of R3 is almost
unaffected even at higher values of B,T because R3 collects all the dispersed energy

(M = 10 is sufficiently large for the considered values of B,T).

Figure 4.8(b) assesses receiver performance as a function of M at B,T = 0.8 for R2 and
R3. We see that the performance almost saturates after M = 2. This approximation

corresponds to a threshold € = 0.08. This suggests that a relatively small subset of M
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subcarriers in (4.38) is sufficient to restore the loss in performance due to moderate
phase noise.

EXAMPLE 5

This example is an extension of Example 4 when all the subcarriers are used for
transmission. As mentioned before, in this case, R2 and R3 become identical since all
the subcarriers are active. In Figure 4.8(c), the performance of the proposed receiver
is compared to R1 as a function of B,T. Similar to the results in Figure 4.8(a), the

proposed receiver is almost unaffected by phase noise.

4.8. Alternative Representation

In this section we revisit the receiver structure presented in this paper from a different
but equivalent point of view. We only focus on fast fading imperfection, similar
arguments follow for other types of imperfections as well.

We start by introducing the concept of Block Fading (BF) for MC-CDMA systems.
First assume a frequency selective slowly fading channel. The BF assumption relies on
the fact that if the frequency selective channel exhibits L multipaths, then the channel
has only that many degrees of freedom. That is, the covariance matrix of the different
channel coefficients has a rank L. In other words, the channel coefficients can be
divided into L groups, where those coefficients in the same group are highly correlated.
The BF assumption goes beyond the statistic correlation to assume that if we group the
coefficients into Ny groups sufficiently larger than L, then those N, = [%] coefficients
in the same group are faded similarly. Similar argument holds for MC-CDMA system
in frequency selective fast fading channels at a given time instant ¢ or equivalently

at a given Doppler shift m. More precisely, if the set of indices of subcarriers in the
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i** sub-band is Q;, ¢ = 0,1,---, Ny — 1, then under BF assumption (recall (4.29)),
h(m,n) ~ kh(m,i)Vn € Q;. Now recall (4.8), under BF, the received signal can be

alternatively written as

Ny Me 2t
r(t) = by Z: _ZM h(m,D)ei(t)e T + n(t) (4.46)

where 0:(t) = Sneq, anq(t)e??" /. In view of (4.46), it is clear that Doppler dispersion
is manifested in MC-CDMA systems over time and frequency selective channel as
multiple Doppler components per sub-band. This is analogous to DS-CDMA system
in frequency selective slow fading channel that encounters multipath components in
the time domain except for having positive and negative Doppler shifts as oppose to

multipaths shift which are only positive.

It is known [1] that the optimal receiver in DS-CDMA system over frequency selective
channel is a Rake receiver that captures the energy dispersed in the different multipaths
and exploits Doppler diversity. Building on the analogy explained above. we can see
that the optimal receiver in MC-CDMA system over time and frequency selective
channel is a Rake receiver per sub-band in the frequency domain that captures the
energy dispersed in the different Doppler components and exploits Doppler diversity.
In fact, the receiver introduced in this chapter under BF is equivalently a Rake receiver

per sub-band in the frequency domain.

In Chapter 6, we revisit the analogy shown in this section when we introduce a general
framework that includes a class of CDMA systems operating over different types of

channels.
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4.9. Conclusion

We have proposed an integerated receiver for MC-CDMA system operating in the
presence of commonly encountered imperfections — frequency offsets, fast fading and
phase noise. The receiver structure is based on a canonical model for the received signal
in terms of subcarrier basis functions that capture the effect of all imperfections. In the
case of frequency offset and phase noise, the proposed receiver fully restores the loss
in performance of the conventional receivers. The proposed receiver also eliminates
the need to estimate the frequency offset, an approach often proposed in existing
alternatives. In the presence of fast fading, the proposed receiver actually delivers
improved performance by exploiting Doppler diversity. Our results demonstrate that
significant gains in performance can be attained with little increase in complexity.
The receiver structure proposed in this paper can be easily extended to different MC

systems including the modified MC-CDMA system and the MC-TDMA system [50].

4.10. Figures
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Figure 4.2. (a) The spectrum of SC-CDMA signal. (b) The spectrum of a MC-CDMA signal.
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Figure 4.6. (a) System performance as a function of fast fading parameter ByT at SNR =
10dB. (b) System performance as a function of frequency offset parameter forfTat SNR =
10dB.
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as a function of B,T for M=10. (b) P. as a function of M for B,T = 0.8. (c) Same as (a)
when all subcarriers are used for transmission.
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CHAPTER 5
A NEW SIGNALING SCHEME FOR TIME AND

FREQUENCY DISPERSIVE CHANNELS

5.1. Introduction

Multicarrier (MC)- Code Division Multiple Access (CDMA) systems operating over
slowly time-varying frequency selective channels transmit information over a set of
orthogonal subcarriers (Fourier basis functions), each supporting a low rate stream
and encountering flat fading. Since Fourier basis functions are eigenfunctions of time-
invariant channels, MC signaling diagonalizes the channel and converts the slow fading
frequency selective channel into parallel flat fading channels. This reduces the effect
of inter symbol interference (ISI) and, in conjunction with a cyclic prefix, eliminates
the need for equalization. It is advantageous to increase the symbol duration in each
subcarrier as much as possible to reduce the effects of ISI, particularly in high rate ap-
plications. However, as the symbol duration increases, the system becomes more prone
to temporal distortions in time-varying (fast fading) situations. The subcarriers en-
counter spectral dispersion under fast fading channels that destroys the orthogonality
between the subcarriers and significantly degrades performance [44].

In the previous chapter, we introduced a reception model and a receiver structure
in time-varying channels that captures the loss in performance due to imperfections
and exploits diversity. The underlying signaling scheme used in the previous chapter
was the MC-CDMA system that adopts the Fourier basis waveforms for transmission.
Since the Fourier basis are not the eigenfunctions for time-varying channels, the chan-

nel matrix (i.e. the matrix that relates the input to the output of the channel) is not
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diagonal and the introduced receiver in Chapter 4 is an equalizer that mitigates the
effects of imperfections and exploit Doppler diversity. In this chapter, we focus on fast
fading channels (we assume no frequency offset or phase noise) and introduce a second
scheme for time and frequency selective channels. In particular, we introduce a new sig-
naling scheme based on time-frequency basis functions that approximately diagonalize
time-varying frequency selective channels — the basis functions serve as approximate
eigenfunctions of the channel and each basis function encounters non-selective fading.
The signaling scheme uses time-frequency basis functions whose time-frequency sup-
port is matched to the coherence time and bandwidth of the channel. We discuss the
necessary conditions for such channel diagonalization to be possible and derive opti-
mal basis parameters that yield the most accurate diagonalization for given multipath
and Doppler spreads of the channel. The proposed scheme thus facilitates optimal
exploitation of the diversity afforded by the channel. We denote this scheme by the
Time (T) Frequency (F)- CDMA system. At the end of the chapter, we show an in-
tuitive connection between the MC-CDMA system introduced in Chapter 4 and that
introduced in this chapter. In particular, we show that under Block Fading (BF) (as
defined in Chapter 4) and per sub-band, the MC-CDMA and TF-CDMA systems over
fast fading frequency selective channels resemble Direct Sequence (DS)-CDMA and

MC-CDMA systems over slow fading frequency selective channel respectively.

The next section describes the proposed time-frequency signaling scheme. Optimal
choice of basis parameters is derived in Section 5.3. Section 5.4 analyzes the perfor-
mance of a coherent receiver for the proposed signaling scheme. Section 5.5 provides
an intuitive mapping between the MC-CDMA and TF-CDMA systems over fast fad-

ing channels, and, the DS-CDMA and MC-CDMA systems over slow fading channels
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respectively. Concluding remarks are provided in Section 5.6.

5.2. Time-Frequency Signaling

Let T denote the symbol duration and B the essential two-sided bandwidth occupied
by each symbol waveform. The dimension of the signal space is approximately equal
to the time-bandwidth product: N = BT. We consider a wide sense stationary
uncorrelated scattering (WSSUS) channel model with multipath spread, 77, and the
one-sided Doppler spread, B, defined in Section 2.2. The level of multipath diversity
is L+1 where L = [T, B] and level of Doppler diversity is 2M +1, where M = [BqT'|.
Consider signaling with N basis functions spanning the signal space. All basis func-
tions have the same support in time and frequency: T, and B, respectively. Figure 5.2
illustrates the conventional MC-CDMA (Fourier) signaling for slow fading channels
and the proposed time-frequency signaling for fast fading channels. In slowly fading
scenarios, the channel response is constant over the symbol duration 7. Thus, in con-
ventional MC-CDMA signaling, T, = T and the information is transmitted over V or-
thogonal subcarriers in parallel, each with bandwidth B, = B/N = 1/T. Together, the
N Fourier basis functions cover the entire bandwidth, as illustrated in Figure 5.2(a).
The symbol duration T = T, is chosen long enough so that B, = 1/T <« Af, and
each carrier encounters flat fading. The transmitted signal in conventional MC-CDMA
systems can be written as
N-1
5t) =b3 ang(t)el T (5.1)
n=0

where b is the transmitted bit, {a.} is the CDMA signature code, and ¢,(t) is the

normalized pulse shape of duration T, assumed rectangular for simplicity: q.(t) =
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%, -T/2<t<T/2.
In rapidly time-varying situations, the channel response is no longer constant over
the symbol duration and the temporal distortion destroys the orthogonality between
subcarriers and degrades performance [44]. We propose signaling with time-frequency
basis functions that avoids distortion in both time and frequency by appropriately
choosing T, and B, according to At. and Af,. The TF-CDMA transmitter is shown
in Figure 5.1 and the transmitted signal using the time-frequency basis functions is
Ni-1 N,—1
SO=5Y Y anpunsl®) (5:2)
n=0 p=0
where {a,,} is the length N signature code distributed over the N = NN;Ny basis
functions

Unp(t) = gy, (t — pT,)e/* Bt (5.3)

As illustrated in Figure 5.2(b), N = N, N, time-frequency basis functions in (5.3) are
generated by N, time shifts and Ny frequency shifts of the prototype signal g, (t) of
duration T, = T/N, and bandwidth B, = B/Nj.

The choice of T, and B, is made so that each basis function (5.3) encounters approx-
imately flat fading. Essentially, T, has to be sufficiently small compared to Az. and
B, has to be sufficiently small compared to Af.. More precisely, T, and B, need to

satisfy the following symmetric conditions:

C1l: max (%, Tm> < T, € min (ﬁ, T) or, equivalently

T . (T
max (27 B4,1) K N; = ool < min (T_ N)
C2 : max (%, ZBd) < B, € min (%—, B) or, equivalently

B
max (TmB,1) K Ny = —g— < min (E, N) (5.4)
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Note that the above conditions imply

ol
ot
~—

1
max (_[\/_” 2TmB¢) <L T,B, < min (

1

75 ) (
which can be satisfied only for underspread channels [51] for which 27,,B; < 1. For
most practical channels, 27, By < 1. In this paper, we focus on the case where
T,B, =1 < N = NNy, for which C1 and C2 become equivalent.

We note that the proposed time-frequency signaling can be efficiently implerﬁented
digitally by dividing the N samples in each symbol into N; segments, each containing
N; samples, and applying an Ny-point discrete Fourier transform to each segment.
A digital implementation for the system is shown in Figure 5.3. One can see that
the transceiver structure is basically a MC-CDMA one accompanied with a sort of
pre-processing at the transmitter and post-processing at the receiver. In particular,
recalling Figure 5.3, in the MC-CDMA transceiver, the data frame of length V samples
pass by Inverse Discrete Fourier Transform (IDFT) operation then a cyclic prefix Cp.
is added to correct for multipath dispersion. Cp, should be longer than L. The
transmitted signal then passes by the channel and at the receiver the Cp, is removed
and a DFT operation is performed to extract the data. For slow fading channels, the
extracted data after the DFT operation is the transmitted data point-wise multiplied
by a fading coefficient due to channel in addition to the Additive White Gaussian
Noise (AWGN) term (i.e. the channel matrix is diagonal). On the other hand, in
fast fading channels, the received data per subcarrier after the DF'T operation suffers
interference from the other subcarriers due to time selectivity. Now, the TF-CDMA
transceiver restores the diagonal nature of the system by pre-processing the data fed
to the MC-CDMA transmitter. The N samples of a data symbol is divided into V¢

groups each contains N; samples and an Ny-point DFT operation is performed per

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



85

group. A cyclic prefix Cp; is added to correct for Doppler dispersion which showild be
longer than 2M + 1. The N, groups are stacked together to form the data frazme to
be fed to the MC-CDMA transceiver.! At the receiver, a counter process takes place

and the overall channel is now diagonal.

5.3. Near-Optimal Choice of 7, and B,

For given pulse shape, the time-frequency basis functions (5.3) are completely «deter-
mined by T, and B,. In this section, we discuss the optimal choice of T, and A5, for
the case T,B, = 1 so that the time-frequency basis functions yield the most accurate
approximate diagonalization of the channel with each basis function encounterimg ap-
proximately flat fading. The problem boils down to finding the optimal T, subj-ect to
the condition C1. We first discuss some assumptions on channel statistics andd then
derive a representation for the received signal in terms of the time-frequency - basis
functions which is then used to derive optimal T, and B,.

The received signal can be written as
r(t) = [ &t SN df +n(2) (56)

where S(f) is the Fourier transform of the transmitted signal, &(¢, f) is defined im (2.1)
and n(t) is AWGN with power spectral density ¢2. Under the WSSUS assum ption,
the correlation function of &, f) is given by ¢(At, A f) which is defined in Sectieon 2.2
and as seen in (2.2) is separable if all multipaths have the same spaced-time corre=lation
function ¢a:(At) (also defined in Section 2.2) [15]. We also assume a flat Dopplesr and

multipath power profile: ®4(8) = 2—;;, —B; <0< Byand ¥, (1) = ﬁ, 0<7:ZThn,

10ne can see that this process basically transmits the data over short-time Fourier basis.
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under this assumption
bac(At) = sinc (2B4At) , Yar(Af) =sinc(T,Af) e 7™ ImAS (5.7)

For the proposed signaling scheme (5.2), the received signal in (5.6) can be expressed

as
Ne—1 N —1 (n+1/2)Bo . e
r(t) =b > Y anp Enp(t, )Unp(f)e* 1 df + n(t) (5.8)
n=0 p=0 (n—1/2)Bo,

where U, ;(f) = [, tnp(t)e 7?7 /dt and

Enp(t, f) = &t, F)lio—1/2)Toto+1/2) T (E) [[(n—1/2) Bos(nt1/2)Bo1 () (5.9)

denotes the part of &, f) affecting unp,(t) = q(t — pTb)e??™Bt and I 4(t) is the

indicator function of the interval [z,y]. &.,(%, f) admits the Fourier series

- & G (m) it it 5
ot ) % 50 SR (p ) e (510
m=—M, (=0

Eunlt, fle i Tt el Bl dfdt  (5.11)

. 1 pp+1/2)Te f(nt+1/2)Bo
R (p,n) = /(

T,B, J(p—1/2)To J(n—1/2)B,

where M, ~ [B4T,]| and L, =~ [Tn B,]- Substituting (5.10) in (5.8), we get

Nf—1lN,—1 M, Lo . l P
M) b Y D anp 3, 2 AT (P n)un, (t_ ’3‘) ¢ +n(t)  (5.12)
n=0 p=0 m=—M, (=0 o

If C1 and C2 are satisfied then &(¢, f) is approximately constant over any time-
frequency region with support T, x B,. Thus, RmD(p n)~0for [ #0orm#0in

(5.11). This reduces (5.12) to
Nf—l Ne—1 .
rt)=b > D anph(p,n)unp(t) +n(t) (5.13)
n=0 p=0
where A(p,n) = R©9(p n) and we have dropped the superscript (0,0) for convenience

of notation. The approximate diagonalization of the channel by the time-frequency

basis functions is evident from (5.13).
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The main source of error in the diagonal approximation (5.13) is the contribution due
to the A™D(p,n)’s in (5.12) corresponding to the m # 0 and [ # 0 terms. We now
discuss the optimal choice of T, (and B, = 1/7,) that minimizes this contribution.
Under the WSSUS assumption, the statistics of A™)(p,n) are independent of n or p.
Hence, without loss of generality, we derive optimum T, for n = p = 0. We define the
approximation error p to be the ratio of the energy in & (¢, f) not captured by h(0,0)

to the total energy?

_ E [ff’}{jz ffgﬁz |&(e, f)lzdtdf] — E[liI(O,O)IQ]
E [f-%z Bela It f)lzdtdf]

Proposition 1: Given a flat multipath and Doppler power profile, p in (5.14) is mini-

. (5.14)

mized when Lo = L=
B. — Bg

Proof: See Appendix B.
Hence, under the assumption T,B, = 1, the optimal choice of T, is T, = 1/Tm/Ba.

5.4. Signal Reception and Performance

Let z,, denote the projection of the received signal in (5.13) onto un (%)
Znp = /T'(t)q;o(t - PTo)e_jz’mBotdt = blan,piz(p,n) + Tnp (5.15)

. . . . - 2
where {v,,} are independent Gaussian random variables with variance o”. For con-

venience of notation, we stack the test statistics in one vector, that is
z=>bAh +v (5.16)

where A is a diagonal matrix whose entries are the signature code, h is the Gaussian

vector of channel coefficients {A(p,n)}, and v is the noise vector. Given the knowledge

2For a general treatment, see [52].
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of h at the receiver, the optimum coherent bit decision is given by
b = sign[real(h™ A7 z)]. (5.17)

The bit error probability conditioned on his

P.(c) = Q(v/2lFh/o?) (5.18)

where Q(z) = i e:;—zdx- The unconditional P, = E[P.(h)] where the averaging

L

N
is over the distribution of h. Since h is complex Gaussian random vector, P is
determined by the eigenvalues {p:;, i = 1,2,--- ,(L +1)(2M + 1)} of Ry ; where Ry j

is the correlation matrix of the channel coefficients {il(pn) = A9 (p, n)} in (5.11). *

A convenient closed form expression for P. is given by [53]

1 pr/2 LHNEM ) i -1
P.=— . 1 +———5—| db. 5.19
w Jo g ( + 0'251112(0)) (5-19)
Since the channel is almost constant over each region of support 7, x B,, we have

k(p,n) ~ &pT,,nB,) and

E [a(p,n)h(m, )] = ¢ ((p — )To, (n —m)Bo) = dac ((p = )To) s ((n —m)Bo).
(5.20)
We note that for a given frequency index n, the different time samples of the channel
have a covariance matrix of rank 2M + 1 — the Doppler diversity in the channel.
Similarly, for a given time slot p, the different frequency samples of the channel have
a covariance matrix of rank L + 1 — the multipath diversity in the channel. Conse-
quently, the rank of Ry z is (L +1)(2M + 1) and the proposed system exploits full
(L +1)(2M + 1)-fold diversity.
Figure 5.4(a) compares the performance of the conventional MC-CDMA system, the

MC-CDMA system proposed in Chapter 4, and the TF-CDMA system. The SNR is
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10dB and the underlying channel has 2 resolvable paths (L = 2). The figure shows
the P. of the three systems as a function of the fast fading parameter T'B,. Perfect
channel estimates are available at the receiver. 7,B; is kept fixed corresponding to
the optimum choice of T, which results in T, By = /Tm Bz = 0.2 in this case. T By is
increased by increasing T from T, to 97, which corresponds to increasing /V from 10
to 90 in this case. This is akin to using longer symbol duration for given bandwidth
and thus increasing the signal space dimension. The simulations results are gener-
ated via Monte-Carlo simulation of 50,000 symbols using Jakes Model. The channel
estimates for the simulation results are generated via a noise-free pilot signal. The
analytical P. computation for the TF-CDMA system uses the separability assumption
(2.2) and assumes uniform multipath and Doppler power profiles. Furthermore. the
interference between different time-frequency basis functions is ignored in the analyti-
cal computation. The close agreement between the analytical and simulated results for
the TF-CDMA system demonstrates the accuracy of the diagonalization at optimum
choice of T,. The performance of the MC-CDMA system proposed in Chapter 4 and

the TF-CDMA system are almost the same.

Figure 5.4(a) clearly shows the significant degradation in the performance of conven-
tional MC-CDMA systems under fast fading, consistent with results reported by other
authors (see, e.g., [44]). On the other hand, the performance of the proposed time-
frequency signaling scheme improves significantly under faster fading due to Doppler
diversity. Thus, the proposed scheme not only facilitates longer symbol durations to

reduce the effects of ISI but also yields improved performance with longer symbols.

Figure 5.4(b) shows the analytically computed P. of the proposed system as a function

of SNR for different values of T'By. As evident, the gain in performance with increasing
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T B, is more pronounced at higher SNRs. Furthermore, the slope of the P, curve gets

sharper with increasing T' By due to Doppler diversity.

5.5. Intuitive Mapping Between MC-CDMA and TF-CDMA

Systems

In Chapter 4 we showed that MC-CDMA system over time-varying channels suffers
energy dispersion and inter carrier interference. The reason is that even though each
subcarrier encounters flat fading in the frequency domain, it does encounter time
selective fading in the time domain which creates the energy dispersion and interfer-
ence. We also showed in Section 4.8 that under Block Fading (BF') assumption, if the
bandwidth is divided into Ny sub-bands chosen such that each V; subcarriers in the
same sub-band encounter the same channel fading, then per sub-band, the dispersion
is manifested into the generation of multiple Doppler components that resemble the
multipath components encountered by the DS-CDMA system in time. We then ar-
gued that, per sub-band, the MC-CDMA system over fast fading channels resembles
the DS-CDMA system over slow fading channels.

Now, considering the analogy stated above, we note that the TF-CDMA system diago-
nalizes the fast fading channel in the same manner the MC-CDMA system diagonalizes
the slow fading channels. In particular, starting with a MC-CDMA system, to diag-
onalize the channel, instead of using the whole symbol duration for transmission, we
rather use basis waveforms with shorter time support so that each encounters flat fad-
ing in time. The decrease of the time support will imply an expansion in the frequency

support, however, if N is properly chosen, then after expansion the basis waveform
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will still occupy the same sub-band and hence encountering flat fading in frequency
as well. This is precisely the idea behind TF-CDMA system. In other words, the
TF-CDMA system in fast fading channels resemble the MC-CDMA system in slow

fading channels.

5.6. Conclusion

We have introduced a novel signaling scheme for CDMA communication systems op-
erating over time-and frequency-selective channels denoted by TF-CDMA system.
Information is transmitted over time-frequency basis functions whose time-frequency
support is matched to the coherence time and bandwidth of the channel. The time-
frequency basis functions serve as approximate eigenfunctions of underspread channels
with each basis signal encountering flat fading. We derive a near-optimum duration
and bandwidth of the basis functions that yields the most accurate diagonalization
for given channel spread parameters. The proposed TF-CDMA system fully exploits
channel diversity and our results demonstrate that it delivers significantly improved
performance under fast fading by exploiting Doppler diversity. This is in stark con-
trast to existing systems whose performance deteriorates under fast fading. We also
drew an intuitive mapping between MC-CDMA and TF-CDMA systems operating

over time and frequency selective channels.

5.7. Figures
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Figure 5.1. The TF-CDMA transmitter.
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Figure 5.2. Time-frequency support of basis signals. (a) Fourier basis used in multicarrier
systems in slow fading channels. (b) The proposed short-time Fourier basis in fast fading

channels.
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Figure 5.4. (a) Comparison between the P. of a conventional MC-CDMA system, the pro-
posed TF-CDMA system and the MC-CDMA system introduced in Chapter 4 as a function
of TB,. There are two resolvable multipaths (L = 2) and SNR=10dB. The simulation results
are based on Monte-Carlo simulation of 50,000 symbols via Jakes Model. The performance
of the proposed TF-CDMA and MC-CDMA proposed systems are almost the same and im-
prove with faster fading, in contrast to the degradation in performance of the conventional
system. (b) The P. of the proposed TF-CDMA system as a function of SNR for different
values of TBy (L = 2). The increase in the slope of the P. curve with increasing T By (higher
Doppler diversity) is evident.
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CHAPTER 6
MULTIUSER DETECTION IN TIME AND FREQUENCY

DISPERSIVE CHANNELS

6.1. Introduction

Code Division Multiple Access (CDMA) has emerged as a promising wireless tech-
nology for meeting the physical layer challenges of modern communication networks.
This is partially due to the multiple access capability of CDMA systems as well as the
robustness against fading. Many signaling schemes were proposed for CDMA commu-
nication systems. The key to reliable communications is how those signaling schemes
interact with the channel.

Denote the symbol duration with 7" and its essential two-sided bandwidth with B.
The time-bandwidth product is denoted by N a~ T'B which is the dimension of the
signal space. A CDMA system with such time-bandwidth product can support up to
N users by employing signature codes of length N. In general, the signature code is
transmitted over a set of basis waveforms each has a time duration 7, and essential
two-sided bandwidth of B,. The different signaling schemes differ in how we choose
T, and B,. In Direct Sequence (DS)-CDMA [1], the basis waveforms are generated via
time shifts of a narrow time pulse with duration 7, = % and bandwidth B, = B. In
MultiCarrier (MC)-CDMA [5, 6, 7], the basis waveforms are generated via frequency
shifts of a narrow band pulse with duration 7, = T and bandwidth B, = % The
MC-DS-CDMA [8, 3, 9] is the hybrid case where N, x Ny basis waveforms (V = N, Ny)
are used. The basis functions are generated via the time-frequency shifts of a pulse

of duration T, = % and bandwidth B, = 1—%. Notice that the DS-CDMA (MC-
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CDMA) system is a special case of the MC-DS-CDMA system when Ny =1, N, =N

(Ny =N, N; = 1).

As mentioned before in Chapter 1, whether or not the channel is selective and/or
dispersive depends on the interaction between T,, B,, with Af., A f.. In this chapter,
we study the purely Frequency Selective channel (denoted in this chapter by F'S chan-
nel), the purely Time Selective channel (denoted in this chapter by TS channel), and
the general Time and Frequency Selective channel (denoted in this chapter by TFS
channel). The different CDMA signaling schemes serve as eigenfunctions for certain
types of channels. The DS-CDMA basis waveforms are the eigenfunctions, and hence
diagonalize, TS channels. On the other hand, the MC-CDMA basis waveforms are
the eigenfunctions, and hence diagonalize, F'S channels. We also showed in Chapter 5,
that for proper choice of T, and B,, the MC-DS-CDMA basis waveforms diagonalize
TFS channels. The performance of those signaling schemes for single user scenario
has been analyzed in several papers. However, the behaviour of these systems in the

presence of multiuser detection and for different types of channels is not clear.

In this Chapter, we compare the performance of these systems in the context of mul-
tiuser detection. The comparison is based on linear Minimum Mean Square Error
(MMSE) receivers. We show that, for a given channel conditions, the different sys-
tems can perform in a near-identical fashion via appropriate choice of signature codes.
To show these results, we first develop a general framework that includes the three
considered CDMA systems as special cases. Furthe;more, we use the notion of duality
between time and frequency domains to develop equivalences between the different

systerms.

In Section 6.2, we discuss CDMA systems in TFS channel as well as the effect of
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channel selectivity on the received signal. In Section 6.3, we lay the foundation for the
analysis in the following sections by discussing the duality between time and frequency
domains. In Section 6.4, we derive expressions for Signal to Interference and Noise
Ratio (SINR)! and probability of error (F.) which will be used later in the section to
the derive the sufficient conditions for the different systems to perform equivalently
in FS, TS, and TFS channels. In Section 6.5, we illustrate our results through some

numerical examples. Concluding remarks are provided in Section 6.6.

6.2. CDMA Systems

In this section we briefly describe the DS-CDMA, MC-CDMA, and the MC-DS-CDMA
systems in a general TFS channel (the different systems in F'S and TS channels are
special cases) with the assumption of synchronous reception. We note that, in the

analysis to come, we use many of the notation stated in Section 2.1.

6.2.1. DS-CDMA System

In DS-CDMA systems, the prototype basis waveform is a the chip vz, (¢) = 71'T_c’ 0<
t < T. (assumed rectangular for simplicity) which has a duration T. = T, = % and a
bandwidth B, = B = 7-. Each user is assigned a signature waveform that is generated

from time shifts of the prototype basis waveform as

N-1 N-1
qk(t) = Z qr[plup(t) = Z e [plvr.(t — pTe) (6.1)

where {u,(t) = vr.(t — pT%), p=0,1,---, N — 1} are the set of basis functions used

in transmission and gx[p] is the length N signature code of user k as the coupling

1The SINR is defined to be the ratio between the energy in the desired signal to the energy in
noise plus interference.
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coefficients. The transmitted signal for user k can be written as

.Sk(t) = f: b;_.,;qk(t — iT) (6.2)

where by ; is the 7** bit corresponding to user k. We assume negligible Inter Symbol
Interference (ISI) so that a one shot detector suffices. Hence, without loss of generality,
we will focus on the detection of by o (0% bit for user 1) and drop the index 0 for
simplicity.

We now derive the form for the sampled received signal for a TFS channel. The FS
and TS cases are special cases. The noise-free received signal for user & in TFS channel

can be written as

N-1 L
zi(t) = b »_ > halp. larlplor.(t — pTe — ITe) (6.3)
p=0 (=0
where
Tm .
help, 1] = / ((p +1/2)T., 7)sinc (I — Br) ™07 dr (6.4)
0

is the channel coefficient corresponding to the [** path and p** chip of the k** user, and
¢(t, ) is defined in Section 2.2. In (6.3), the k" user transmitted power is absorbed
in hg[p,l], a convention that is used throughout the chapter. The overall multiuser
received signal is

r(t) = kf: zr(t) + v(t) (6.5)

=1

where v(t) is the complex Additive White Gaussian Noise (AWGN) with power spectral
density 2. Front-end processing at the receiver corresponds to projecting onto the
basis waveforms. Assuming the receiver to be synchronized to the first path (l=0)
in (6.3), projecting over u,(t), we get

1 (p+1)Te

rlp] = (r(t)’up(t))‘:\/z—wc T r(t)dt
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K L
= > 63 hulp—Lladp~ 1] +vlp] (6.6)

k=1 =0

where (r(t),u,(t)) = [ r(¢)u;(t)dt and v[p] is the p** noise sample. For convenience of

notation, we express {r[p]} in a vector form as

r = [7‘[0] r{i] --- r[N—l]]T

K
= 5 Qih; + Z b Qrhy + v (6.7)
k=2
e
= bigi+_ g +V (6.8)
=2
where Qi = [Qk(o), oo, Qu(D) ], Qr(l) = diag{qw({)}, qx is the N x 1 vec-
T
tor corresponding to k** user’s signature code, hy = [hio hz_"'L ] , hey =
T
[ he[—00], -+, AN —1—11] ] 2 v is zero mean N —dimensional Gaussian noise

vector with covariance matrix o?In, and gr = Qihi. Notice that due to the time-
varying channel, for a given path [, each chip is faded differently. One can easily
deduce this from the expression in (6.7) since for a given path [, the sampled vector
after projecting over the basis waveforms is Qx({)hg,.

For FS channels (in absence of channel time variation), At [p, (] is constant over p within
a symbol duration, i.e. hi[p,l] = h[0,{], p = 0,1,---,N — 1. Hence, Qi({)hr; =
Re[0,(]Qr(D)1xy = hi[0,{]qk(l). Now, we can rewrite (6.7) with replacing Qg({) by
qr(!) in the definition of Qk, and hy; with he[0,{] in the definition of hx. Notice that
in this case Qy is Toeplitz due to multipath dispersion. On the other hand, for TS

channels, L = 0. Hence, Qy reduces to Qx(0) and hy reduces to hio. The diagonal

2Negative ! indices correspond to those channel coefficients from previous symbols due to ISIL.
These samples are ignored in the analysis since typically N > L, hence, the symbol encounters
negligible ISI.
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structure of the system is evident in this case.?

6.2.2. MC-CDMA System

In a MC-CDMA system, the prototype basis waveform is a the complex exponential

vr(t)e’ 2 which has a duration T, = T and bandwidth B, = % = 7. Bach user is

assigned a signature waveform that is generated from frequency shifts of the prototype

basis waveform as
N-1

de(t) = > d[nlan(t) (6.9)

n=0

2-r(n-1—l/2)
T

where {un(t) = vr(t)e!

and @i[n] is the n** entry of the k** user signature code. The transmitted signal for

} are the set of basis functions used in transmission

user k is
N-—1
w(n4l/2)t
§u(t) = be 3 Galnlur(t)e =T (6.10)
n=0

Using the model in Chapter 4, the noise-free received signal for user %4 in a TFS channel

can be written as (recall (4.8))

M J27mt 2r(n+1/2)t
:Z:k(t "‘b}_Z Z gk n]hk[m n]vT(t)e T el T (6.11)

n=0 m=—-M

where M = [B4T]. We note that in (6.11), due to the time-varying channel response
affecting each subcarrier, the information transmitted over a particular basis waveform
is dispersed into the adjacent 2M + 1 basis waveforms. We denote this frequency

dispersion by Doppler dispersion. In (6.11),

Bg .
he[m,n] = /_ 5, Ck(0,(n +1/2)/T)sine (m — 0T) e=i™(m=0T) 4g (6.12)

3Recall that DS-CDMA system diagonalizes TS channels.
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is the channel coefficient corresponding to the nt* subcarrier and m** Doppler shift of
the k** user, and Cx(0, f) = [ & (2, f)e7?%dt where &(¢, f) is defined in (2.1). The

overall received signal for all users is

K
F(2) = D Zu(t) + v(2). (6.13)

k=1

Projecting over u,(t), we get

.27(n+1/2)¢ dt

#ln] = (F(t),ﬁn(t))z% /OTr(t)e—J .

K M
= > b Y he[m,n—m]gn —m]+v[n]. (6.14)
k=1

m=—M

The sampled received vector can be written as

K
f = 56:Qih; + ) bQghy +V (6.15)
k=2
K
= b+ kg +V (6.16)
k=2
where Qi = [Qk(_ﬁ/[) e Qu(M) ], Qk(m) = diag{@i(m)}, Qr is the ¥ x 1
T
vector corresponding to the k®* user signature code. hi = [ﬁ,{_M .- fl{M ] 5
T -~ ~
hk,m = [ ilk[m,O] ce i?,k[m, N — ].] ] 3 and gk = Qkhk~

In FS channels, M = 0. Hence, in this case, Q» reduces to Qk(O), h reduces to ﬁk,o.
The diagonal structure of the system is evident in this case.* On the other hand, in
TS channel, hi[m,n] ~ hg[m,0], n = 0,1,---,N — 1. Parallel to the argument in
Section 6.2.1, in this case, hy = [ hi[—M,0] --- he[M, 0] ]T and Qi(m) reduces to

gx(m) so that Qi becomes Toeplitz (due to Doppler dispersion).

4Recall that MC-CDMA system diagonalizes FS channels.
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6.2.3. MC-DS-CDMA system

-27(1/2)

In a MC-DS-CDMA system, the prototype basis waveform is vy, (t)e’” 7= which has a

duration T, = % and bandwidth B, = %. Each user is assigned a signature waveform

that is generated from time-frequency shifts of the prototype basis waveform as

Nf—l Ne—1

() = 3. > Gulpnlipa(?) (6.17)

n=0 p=0
N 27(n$1/2) . . .
where {up,n(t) =vr,(t —pT,)e’™ 7o } are the set of basis functions used in trans-
mission and §i[p, n] is the (p,n)** entry of the k** user’s spreading code transmitted

over Uy (). The transmitted signal for user k& can be written as

in—l Ne—1

N - -2w(n41/2)¢
st =be 3 X Glpnlur(t - pTo)e R (6.18)
n=0 p=0

where depending on the choice of NV; and Ny, the effect of the channel can be catego-

rized into four cases.

6.2.3.1. Case 1: B, > Af.,, T, K€ At.

In this case the channel affects each time-frequency basis function in a F'S fashion.

The noise-free received signal is

Nf—]. Ne—=1 Lo -2x(n+41/2)t

Ee(t) =b Y D X help, i lldelp, nlur,(t — pTo — ITo)e’ ™ 7o (6.19)

n=0 p=0 (=0
where L, = [T B,], and analogous to (6.4),

Tm y 9. 2 —_— T ¢
hi[p,n; 1] = /o ((p + 1/2)T,, 7)sinc(l — B,r)ed2r(n+1/2(=Bar) g, (6.20)

The projection on @,,(t) is

~ R " 1 (p+1)To _J—21r(n+1/2)t
flp,n] = (7(2), up.n(t)) = VT, Jot r(t)e To
K Lo
= >3 hi[p— L,n;llgklp — [, n] + 3[p, n] (6.21)
k=1 [=0
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and the sampled received vector is

- blagf>ﬁgf>+§bkagf>ﬁgf>+o (622
k=2
= “(f)+Zbk (6.23)
k=2
0@ o - o ]
where Q;cf);- 0 (f)(l) 0
0 e 0 Qif)(Nf—l)_
QY (n) = [ ‘f’(n 0) --- QY(n,L,) ]
QY (n,1) = diag{g2 ()}, &) = [qk[O n] --- [N —1,7] ]T,
S A R T
hﬁflz—[h,c[—z,n;z] hk[Nt—1—zn;z]]T,andé,E”=Qi”ﬁ£”. The superscript

-~ (f)

f stands for frequency domain since §j, corresponds to part of the signature code

corresponding to all time shifts of the n** frequency (n'* row in Figure 6.2(c)).
Note that, the DS-CDMA system in TFS channels is a special case of this system

when Ny =1 (hence, N; = N and L, = L).

6.2.3.2. Case 2: Bo < Afc, To > /—\tc

In this case the channel affects each time-frequency basis function in a TS fashion.

The noise-free received signal is

Ni—lN;—1 Mo s2rmt  2m{n+1/2)t

) =b 3 3 Y. hilpnimldelp, nlur,(t —pTo)e o € (6.24)

n=0 p=0 m=—M,

where M, = [B4T,], and

- Ba . ,
hi[p,n;m] = /;Bi Cr(6,(n +1/2)/T,)sinc(m — 0T, )e~ 72 (p+1/2(m—0To) gy (6.25)
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In this case 7[p, n] becomes

K
fpnl =3 32 Fulpin — mimldilp,n — m] 4+ 3{p, ] (6.26)
k=1 m=—M,

and the received vector 1s

K
Po= 56QURY + Y 6.Q0R)) +v (6.27)
k=2
t il t
= bg +3 gl + ¥ (6.28)
k=2
Q“’(O) o - 0
. o QY -- 0
where Qg) = ¢
o - 0 QPW.-
V) = [ QM) - AP M) |-
T
QY (p,m) = ding(aL(m)}, &% = [ @ulp,0] -+ dulp Ny —11 | -
T T
o ~ ~ T -~ T
h}f’=[hg}f hﬁ)z\i-xl B = [hfl,_lwo hg{;_Mo] ;
T - .
hiym = [ﬁk[P,O;m] ﬁk[}LNf—l;m]] , and &7 = Q[’h}’. The superscript ¢

stands for time domain since q( ) corresponds to all frequency shifts of the pt* time
shift (p** column in Figure 6.2(c)).
Note that MC-CDMA system over TFS channel is a special case of this system when

N; =1 (hence, Ny = N and M, = M).

6.2.3.3. Case 3: B, < Af,, To’<< At,

In this case, the channel affects each time-frequency basis function in a non selective
fashion in both time and frequency domains. That is, the effective channel matrix is

diagonal in this case. This interesting signaling scheme was discussed in Chapter 5 and
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denoted by TF-CDMA system. It was shown that the Ny and V; conditions necessary
for this case to hold can be met for under-spread channels, i.e. T,,By < 1.°* From
(5.13), the noise-free received signal in this case is given by
Np—1 No—1 j2statiae
() = bk 72 pz_% hi[p. nldxlp, nlur, (t — pT,)E~ T (6.29)

where

~ (p+1)To ("'+1)Bo - -
bilpon] = [T [ &t f)dfdt = El(p+ 1/2)Tes (0 + 1/2)Ba). (630)

The approximation in (6.30) is due to the fact that for proper choice of T, and B,,
é(t, f) is almost flat over the basis function’s time and frequency support. In this
case 7[p,n] in (6.21) is

#[p,n] = Z hlp, n)d[p: m] (6.31)

from which the diagonal nature of the system is evident. The received vector is given by

(6.22) with the following definitions: QY = diag{a!}, §V [q{ng q}f},ﬁ_l ]T’
B = [ ROY .. R }T and h{/) = [ hil0,n] -+ Re[Ne—1,7] ]

The sampled received vector can be also written as (6.27) with the following definitions:
A = diegla®), 4P = [ 40 - alh | RO =[BT o 8@, ] and
B, = | Aulp, 0] -+ hulp, Ny — 1] I

The MC-CDMA system over FS channel is a special case of this system when N, =1
(hence Ny = N) and By = 0. Also, the DS-CDMA system over TS channel is a special
case of this system when N; =1 (hence N; = N) and T, = 0.

The fourth case in TFS channel is B, > Af, and T, > At. so that the channel affects

each basis function in a TFS fashion. The conditions above imply that T, < Tr, and

5Most communication channels are under-spread [1].
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B, < By = T;)nBy > T,B, = 1. This is the case of over-spread channels and is not

addressed in this thesis.

6.2.4. Special Cases

The MC-DS-CDMA system in F'S (TS) channel can only have Case 1 in Section 6.2.3.1
(Case 2 in Section 6.2.3.2) where the channel is frequency (time) selective per basis
waveform (so that the basis functions encounter multipath (Doppler) dispersion), and
Case 3 where the channel is non selective per basis waveform. The system does not
have Case 2 (Case 1) in FS (TS) channel due to the absence of time (frequency) selec-
tivity. In the sequel, whenever we address the MC-DS-CDMA system over FS (TS)
channel, we only consider Case 1 and 3 (2 and 3). The following special cases hold:

1. Case 1 in the MC-DS-CDMA system over FS channel is a special case of that in
Section 6.2.3.1 when By = 0, i.e. hi[p,n;{] = h[0,n;{], p=0,1,---, Ny — 1. In this

case, ng )(n) becomes a Toeplitz matrix built by q}f,{, and

ﬁifr{ = [ hi[0,m;0] --- hi[0,n; Lo) ]T-

2. Case 2 in the MC-DS-CDMA system in TS channel is a special case of that in 6.2.3.2
when T}, = 0, i.e. h[p,n;m] = hi[p,0;m], n=0,1,---, N;—1. In this case, Q«(p) be-
comes Toeplitz matrix built by qxp, and ﬁk,p = [ izk[p, 0,—M,] --- ilk[P, 0: M,] ]T.
3. Case 3 in the MC-DS-CDMA system in FS channel is a special case of that in
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Section 6.2.3.3 when By =0, i.e. izk[p, n] & izk[O,n], p=0,1,---,N; —- 1. In this case

Q" =

NY;
ako

0

o

~(f
Qk,J)\r,-L

() 7 2 ’
and h;’' = [ h[0,0] he[0., Ny — 1] ] :

(6.32)

4. Case 3 in the MC-DS-CDMA system in TS channel is a special case of that in

Section 6.2.3.3 when T}, =0, L.e. sz[p, n] ~ izk@, 0], n =0,1,---, Ny — L. In this case

Q-

T
and h{") = [ k[0, 0] R[NV, — 1, 0] } .

(6.33)

6.3. Time Domain- Frequency Domain Mappings

As shown in the previous section (and is illustrated in Figure 6.3), in F'!S channel, each

basis function in a DS-CDMA system encounters frequency selective fading since it

occupies the whole bandwidth which is greater than A f.. Consequentlyy, the transmit-

ted signal encounters multipath dispersion and a Rake receiver is neede=d for multipath

combining. To avoid multipath dispersion, the MC-CDMA system u:ses basis wave-

forms that are narrowband subcarriers with B, < Af.. Hence, eachs basis function

encounters non selective fading and the resultant channel matrix is diagonal. The

diversity due to frequency selectivity is exploited via L + 1 multipatkn in DS-CDMA

system, and via L + 1 subcarriers separated by Af. in the MC-CDM. A system. The
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diversity order in both systems is L + 1 which equals to the rank of the channel matrix

for both systems, i.e. rank (Rn,,n,) = rank (Rﬁk,ﬁk) =L+ 1.

The behaviour of the two systems in TS channels is totally analogous to that discussed
above for FS channels except for interchanging time and frequency domains, and
DS-CDMA and MC-CDMA systems. In particular, in a DS-CDMA system in TS
channel, the channel matrix is diagonal as long as 7, < At. - each basis function
(chip) encounters non selective fading. On the other hand, each MC-CDMA system
basis function suffers time selective fading since T, = T > At.. This is manifested
as multiple Doppler components, as illustrated in Figure 6.4, analogous to multipath
components in a DS-CDMA system in FS channel. Consequently, the MC-CDMA
system over a TS channel requires a frequency domain Rake receiver to do multiple
Doppler combining. The order of diversity in both systems is the same and is equal to
9M + 1 - the channel covariance matrix for both systems has a rank of 2M + 1. This
duality between MC-CDMA and DS-CDMA as well as between TS and FS channels

will be used in Section 6.4 to derive equivalences between different systems.

Using the previous discussion, we can deduce intuitive insights about diagonalizing
the TFS channel in Section 6.2.3.3. VVe. redefine the notion of Block Fading (BF)
(previously defined in Chapter 4) for a MC-CDMA system in a FS channel and a
DS-CDMA system in TS channel. For a MC-CDMA system, if the whole bandwidth
is divided into Ny sub-bands, where Ny is chosen sufficiently larger than L, then under
BF assumption, the N, subcarriers in the same sub-band encounter identical fading
coefficients. More precisely, if the set of indices of subcarriers in the :t* sub-band
is an, i =0,1,---, Ny — 1, then under BF assumption (recall (6.12)), hi[m,ni] =

hi[m,na)Vny,ne € ng ). A similar definition holds for a DS-CDMA system in a TS
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channel. If the whole symbol duration is divided into V; time slots, where N; is chosen
sufficiently larger than 2M + 1, then under BF assumption, the Ny chips in the same
time slot encounter identical fading coefficients. That is, if the set of indices of chips in
the 7** time slot is QY

T 7

hi[p1, ] = hi[ps, (IVp1, p2 € Q.

:=0,1,---,N; — 1, then under BF assumption (recall (6.4)),

Consider a MC-CDMA system in a TFS channel. Divide the bandwidth into Ny sub-
bands such that BF holds for the iV, subcarriers per sub-band. Now, per sub-band, the
channel is frequency non-selective but may be time selective. That is, each sub-band
resembles a TS channel and multiple Doppler components are generated. Hence, to
diagonalize the system (analogous to DS-CDMA system over TS channel), we need to
choose basis waveforms that are narrower in time so that each encounters non selective
fading. This is precisely the case with the basis waveforms in Section 6.2.3.3 which
are the basis functions for the TF-CDMA system in Chapter 5. Compared to a MC-
CDMA system, the symbol duration is decreased by a factor of N; i.e. T, = Nlt and
consequently the bandwidth increases N; times to B, = B—,\yﬁ = N%. Since B, equals
the sub-band bandwidth, flat fading in the frequency domain is still preserved. A
dual way of looking at the TF-CDMA system in Section 6.2.3.3 is via a DS-CDMA
systems in a TFS channel. In this case, T is divided into well-chosen iV, slots such that
BF holds in time. Per time slot, the N; time samples encounter frequency selective
but time non selective fading. To diagonalize the system, we need to decrease the
bandwidth of each basis waveform by a factor of Ny, increase the time duration by
the same factor to achieve non selective fading. This idea is illustrated in Figures 6.5

and 6.6.
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6.4. Equivalences

In this section, we derive the sufficient conditions for the CDMA systems in Section
6.2 to be equivalent. We say that two systems are equivalent if both attain the same
SINR for any given set of channel realizations for all users. One can easily deduce that
if two systems are equivalent, theen both also attain the same F.. Before introducing
the equivalence results, we derive the linear MMSE detector, the expression for SINR,
and the expression for P..

One can notice from (6.8), (6.16), and (6.23), that the sampled received vector for a

given system z is

K
r, = blggz) +> bkg,(f) + vz
k=2
= bigP+i,+v.=gP +e (6.34)

where g = QPh{®) Q) is a matrix that is a function of the k** user signature
code for system z, h(®) is the corresponding channel coefficient vector, i is the MAI
vector affecting the desired sigmal component, v, is the noise vector, and ¢, is the

noise plus interference vector. The linear detector for user 1 takes the form b, =

sign {real [WM MSE Hrz]} and w™M53E is chosen to solve
wMMSE — min E [IerI — b1|2] . (6.35)
The solution is the well-known Wiener filter
WM =R gl (6.36)

The SINR can be written as [17]

SINR® = g Rt g (6.37)

€x,€x
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where R, ., = Sh, g,(f)gff)g + o®In. There is no closed form expression for the

receiver P, in the presence of MAI. However, parallel to the discussion in [30], we
note that for sufficiently large NV ,-the Gausslan approximation of the interference at
the output of the MMSE is fairly accurate. In this case, the conditional P. given

h§"”, Sy, h(l? can be approximated as

o?

(I)HR_I (z)
PE (b, h) = Q \l-zgl coutc 5L (6.38)

where Q(z) = \/—;=7;- I e dz. To find the average P., we need to average (6.38) over
the distribution of h(lx), R hgf). However, under the assumption of treating the MAI
term after the MMSE detector as Gaussian noise, we only need to average (6.38) over
h{® (or equivalently over g{). Recalling that g') is a complex Gaussian vector, the

average P(®) over the distribution of gt is 1]

P@ = E[P. (h{")]

D _ D
_ zﬂ[l_ | andm = [ —H4— (6.39)

=1 2 L+ m i=1.il HU— Hi

where p;, [ = 1,2,---, D are the nonzero eigenvalues of R;{Cnggz) HEr For the nu-
merical results in Section 6.5, we adopt this Gaussian approximation and use the SINR
and P. expressions in (6.37) and (6.39), respectively.

Recalling that two systems are equivalent if both attain the same SINR, from the
expression in (6.37), we note that a sufficient condition for systems z and y to be
equivalent is to have

gI(cy) — Fgl(::)’ k=1,2,---,K (6.40)

where F is a unitary transformation, i.e. FF# = FFF = Iy. From (6.8), (6.16), and
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(6.23) or (6.28), one can note that we can always write g,(f) as
g = HO g (6.41)

where Hff) is the channel matrix for system z that relates the signature qf) to the

output. Now (6.40) becomes
HYq{" = FH{q{". (6.42)
If qgf’) = Fqg), then condition (6.42) for equivalence becomes
H® = FFHY'F (6.43)

In the next section we implicitly solve the following problem: Given q(kx), Hf) and
HY, find an F such that q) = Fq'™ and (6.43) is satisfied. In other words, for the
same channel realization systems z and y have identical performance when qff), qfcy)
are chosen as the signature codes.

In the next section, we prove the sufficient conditions for the different CDMA systems
to be equivalent for FS channel. Using the duality relations described in Section 6.3,

in conjunction with necessary additional proofs, we show that similar conditions for

TS and TFS channels follow.

6.4.1. Equivalences in FS Channel

We first recall from Section 6.2.4, that in FS channel, The MC-DS-CDMA system
only have Case 1 in (6.2.3.1) and Case 3 in (6.2.3.3). In this section, in Proposition 1,
we derive the sufficient conditions for a DS-CDMA system to be equivalent to a MC-
CDMA system. In Proposition 2, we derive the conditions for a MC-CDMA system

and a MC-DS-CDMA Case 1 system to be equivalent. In Proposition 3, we derive
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the conditions for a MC-CDMA system and a MC-DS-CDMA Case 3 system to be
equivalent. The conditions for a MC-DS-CDMA system Cases 1 and 3 to be equivalent
to a DS-CDMA system will then follow.

Proposition 1:

The DS-CDMA system is equivalent to the MC-CDMA system provided that the fol-

lowing condition is satisfied:

Qr = Dyqr (6.44)

where Dy is the N x N DFT matrix whose (n,m)* entry is defined to be D, n =

-2xnm

e TN .

Proof:

Recall Q and h; are the signature code matrix and channel vector for the DS-CDMA
system and Qi and hy are the corresponding quantities in MC-CDMA system. As
discussed in Section 6.2.1, Qy is a Toeplitz matrix in FS channel. In Appendix C we
show that

flk = DN(]. : L+ l)hk (6.45)
so that D(L +2: N)?h, = 0. Hence, using (6.8),
gr = QiDn(1: L+ 1)7h = Q:DFhy (6.46)

where Q. = [ Q. X } for any appropriately sized matrix X. We note that in general
L < N, so that qx(!) in (6.8) can be approximated with an [—order cyclic shift of qs.

Then, we can choose X so that Qg is circulant and multiply gr by Dy to get

Dngr ~ DnQ:D%h, = ékﬁk =g, (6.47)
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where (3 = diag {Dnqx} since the DFT matrix diagonalizes circulant matrices. One
can see that g in (6.16) for the FS channel is equal to g, in (6.47) provided that

dr = Dyqi. Recall (6.40), the proof then follows.O

" Proposition 2:
The MC-DS-CDMA system Case 1 is equivalent to a MC-CDMA system provided

that the following condition is satisfied:

& = Dn. g (6.48)
Dy, O 0
) 0 Dy - 0 A
where Dy, = ) . and qff’ = [ q}cfg"r . Elgcfl)\fi—l ]
0 s 0 Dl\rg

Proof:
We first recall that in FS channel, each sub-band n in the MC-DS-CDMA system Case
1 encounters multipath components. The proof to this proposition is then obtained
by applying the proof of Proposition 1 per sub-band n. We start by writing g,(cf ) in
(6.23) as

6 =[a & ] (649

where g,‘f,{ = Qg )(n)lFlfcf,)1 Following the proof in Appendix A, one can show that

hin = Dn(1: L, + 1)hY) (6.50)
where ﬁk,n = [ fzk[O,nNt] Flk[O, (n +1)N; — 1] ] is the nt* segment of hy of

length N; x 1. Recall from Section 6.2.4 that in FS channel, chf )(n) is Toeplitz

built by q{f,{ hence, using (6.50), and following the proof of Proposition 1, one can
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show that
Dn.gl) =~ Dn. QY (n)Dn(1: Lo+ 1)7hy 0
= Qu.hkn (6.51)
where (:Qk,n = diag {DNtc]g,)l}. That is
D& ~ Qi = & (6.52)
where ék = diag {le‘c“lif)}. One can see that g in (6.16) for the F'S channel is equal
to g, in (6.52) provided that §r = Dx,g). The proof then follows.O

Proposition 3:
Under the BF assumption, a MC-DS-CDMA system Case 3 is equivalent to a MC-

CDMA system provided that the condition in (6.48) is satisfied.

Proof:
This proof is basically a special case from the proof of Proposition 2 when L, =0 (so
that each sub-band encounters frequency non-selective fading and the BF assumption

is valid). We recall from Section 6.3, that under BF assumption h; can be written as

T

hy =~ [ﬁk[o,oul{,‘ izk[o,N,_l]ﬁ,t] (6.53)
T

= [izk[o,O]llTvt sz[O,Nf—l]lgt] (6.54)

that is hyn = he0,7]ly,. In (6.54), we used the fact that At[0,n] = Ag[0,n] for
FS channels. To recognize this fact, substitute &(t, f) = &(0, f) and Ce(8, f) =
(0, £)8(6) in (6.12) and (6.30), respectively, where §(.) is the Dirac-delta function.
Now, from (6.32), in a Case 3 MC-DS-CDMA system,

&) = gl)hi0,n] (6.55)
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= [4¥ X ] (6.56)
] ON.—1
X P )
= Qi (n)Dy.he(0,n)1y, (6.57)
= (f) ~
~ Qg (n)DEhin (6.58)

where in (6.56), X . is any appropriately sized matrix. In (6.57),

= (f . T ~
Q,(c )(n) = [ q}cfr)l Xin ] and we used the fact that DN,[ hi[0,n] 0% ] = hif0,n]1y,.-

N; -1

In (6.58), we used the BF assumption in (6.53). Now in (6.58) choose Xy . so that

= (f) ..
Q. (n) is circulant. Hence,

. = (f) .
Dthl(c{'rz = DNsz (n)D§;hk,n
= Qunahkn (6.59)
That is,
Dy =~ Qb = g, (6.60)

Again, one can see that g in (6.16) for the F'S channel is equal to &, in (6.60) provided

that qr = Dn,G) and the proof then follows.O

We note that Dy, is a particular unitary transformation for Proposition 3 to hold in

FS channel. In fact, under BF assumption, the proposition holds in a F'S channel for

Fy, O --- 0
_ 0 Fn, - O . ) .
any Fn, = where Fy, is any N, x N; unitary transformation.
o --- 0 Fy,
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Fn.a) 0 0
_ 0 Fn.ay) 0 .
Fng!) = et % (6.61)
0 o FN:&}C{J)VI—l
diag{Fn.as 0 o 0
0 diag(Fn.ai1} - 0 5
: ~(F0)
0 0 dla‘g{Fquk,lENf—l}
;lk[(],o]th
| [0, Ny — 11y,
(6.62)
~ ékﬁk (6.63)

where in (6.63) we used the BF assumption in (6.53) and (:Qk = diag {i‘thg)}. Again

the right hand side in (6.63) is g provided that § = Fx, ). Anothe=r way to look at

this fact is to consider (6.43). In this case , the channel matrices for MC-DS-CDMA

Case 3 and MC-CDMA systems are,

h[0,0]Ly, 0 0
0 [0, 1)Ly, 0
fIk = k[ ] i and
0 0 R0, Ny — 1Ly,
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MC-DS-CDMA MC-CDMA DS-CDMA
(3 ¢ ¢
MC-CDMA DS-CDMA MC-DS-CDMA
l-thq}gf)) Bo > Afc p}%tDquy Bo > Afc
(ik = FNzélch)a Bo < Afc Qr = ngk élgcf) = thDqu, Bo < Afc
and BF and BF

Table 6.1. Equivalence results for F'S channel

he[0,0] O 0
- 0 hk[O, 1] .- 0
H, = respectively. (6.64)
0 cee 0 Re[0, N —1]

It is then clear that under BF assumption, H; = F‘ﬁtﬁkFM for any Fy,. An interest-
ing special case of Fy, is to be Iy, that is, the MC-DS-CDMA and the MC-CDMA
systems are also equivalent under BF if g = q}f ).

The results obtained in this section are summarized in Table 6.1. Note that the third

column in Table 6.1 is obtained by combining the results in the first two columns.

6.4.2. Equivalences in TS Channel

Building on the intuition in Section 6.3, a similar set of results analogous to that in
Section 6.4.1 can be obtained in TS channel. We recall from Section 6.2.4, that in
TS channel, The MC-DS-CDMA system only have Case 2 in (6.2.3.2) and Case 3 in
(6.2.3.3). In this case, Proposition 1 shows the sufficient condition for a DS-CDMA
and 2 MC-CDMA systems to be equivalent. Proposition 2 shows the sufficient condi-
tion for a DS-CDMA system and a MC-DS-CDMA Case 2 system to be equivalent.

Proposition 3 shows the sufficient condition for a DS-CDMA system and a MC-DS-
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CDMA Case 3 system to be equivalent. The sufficient conditions for a MC-CDMA

system to be equivalent to a MC-DS-CDMA system Cases 2 and 3 then follow. The

proofs of Propositions 1, 2 and 3 in TS channel are analogous to those introduced in

the previous section for FS channel under the following mappings:

MC-CDMA — DS-CDMA

MC-DS-CDMA Casel — MC-DS-CDMA Case2

qr — Qk

Qx — gk

a” — &

ﬁk,n — hy, where hy, = [ ﬁk[pr’()] - ilk[(P + 1)N; —1,0] ] is the p** segment
of hy of length Ny x 1

Ny — Ny

Ny — N,

[l—m

L —2M+1

L,—2M,+1

z) — 2® for any quantity z

Dy — D¥

Dy, — DY,

Dy, — I_)ﬁf where D N, is similar to Dy, except for replacing Dy, with Dy,.

Fn, — Fﬁf where FN, is similar to Fy, except for replacing Fy, with Fy, and Fy;,
is any unitary transformation of dimension Ny.

Table 6.2 summarizes the equivalence results in TS channel. Again, the third column

in the table is obtained by combining the results in columns one and two.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



121

MC-DS-CDMA DS-CDMA MC-CDMA
| i3 3
DS-CDMA MC-CDMA MC-DS-CDMA
l_)gfqg)’ T, > At. ]_-T)Nngélka T, > At.
a=1{ F¥ 4P, T, < At, | @& =Drae | & ={ Fv,Diax, T < At
and BF and BF

Table 6.2. Equivalence results for TS channel

There is though a subtle point that needs to be explained when equivalent proofs to
those in Section 6.4.1 are derived. That is, in FS channel, [ only takes positive values
and the one-sided DFT operation was used in the obtained results. In TS channel, as
stated above, [ maps to m which takes symmetric values around 0 as seen in (6.12)
and (6.25). Now, using a single-sided DFT operation as done before in the proofs in

Section 6.4.1 will imply a phase shift. That is, the analogous equations to (6.45) and

(6.50) are
DI(1:2M +1)hy = h;Qepn and (6.63)
D (1:2M, + 1)h{), = hia O e, (6.66)
respectively, where eyr v = [ 1 B ... GTEEHE ] A proof for the relation in

(6.65) is provided in Appendix D. Similar proof for (6.66) can be deduced. We note
that the presence of phase shift does not change the equivalence condition since it does
not affect the SINR value. Starting from this point, the phase shift will be ignored in

the analysis.

6.4.3. Equivalences in TFS Channel

In this section we prove Propositions 1,2 and 3 for the general case of TFS channel.

In TFS channel, the MC-DS-CDMA system have the three cases described in Sec-
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tion 6.2.3. In this case, Proposition 1 shows the sufficient condition for a MC-CDMA
and a DS-CDMA systems to be equivalent. Proposition 2 shows the sufficient con-
dition for a MC-CDMA system and a MC-DS-CDMA Case 1 system as well as the
condition for a DS-CDMA system and a MC-DS-CDMA Case 2 system to be equiv-
alent. Proposition 3 shows the sufficient condition for a MC-CDMA system and a
MC-DS-CDMA Case 3 system to be equivalent.® The remaining equivalence cases

then follow.
6.4.3.1. Proof of Proposition 1
Before proving Proposition 1 for TFS channel, we first introduce the following lemma.

Lemma 1:

.27 M(p+ll2)

hilp,l] = Z Him, | % (6.67)

m=—M

where hi[p,[] is given in (6.4) and
Tm B . ;
Hi[m,l] = / / ‘ C(6,7)sinc(m — 0T )sinc(l — Br)e imm=0T) g=ir(=B) dodr (6.68)
o J-B4

where C(0,7) = [ c(t, T)e2"%dt.

6An equivalent proof is also provided for the sufficient condition to have a DS-CDMA system and
a MC-DS-CDMA Case 3 system equivalent.
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Proof:

See Appendix E.

Now recall (6.7) and (6.8), one can write g as

L
g = > Qr(hgy (6.69)
=
L0 M
= ZQk(l) Z Hk(m,l)em',\r(l) (6.70)
=0 m=—M
M L
= 3 Y Hi(m, ) (al) © emn(1) (6.71)
m=-M [=
M )0 ’
= Z Qk,mhk,m (672)
m=—M

where in (6.70) we used Lemma 1, in (6.71) (recall Q({) in (6.7) is diagonal) we
replaced Qi(\)en ~n(!) by qr(!) © emn(l), and in (6.72)

Qo = [ 4(0) © emn(0) -+ au(L)® emn(L) ] (recall that Q.. is Toeplitz) and
ﬁk,m = [ Hi[m,0] --- Hg[m, L] ]T. Using the same approach as in Appendix C,
one can show that

him = DEhim (6.73)

where hg ., is given in (6.13). Using (6.73) in (6.72), then

M .
Dngr = . DnQemDihim (6.74)
m=-M
M - - _ 3
= Y Qim)him =8 (6.75)
m=—M

where Q,(m) = diag{Dy[qr @ ex]} = diag{[Dxq:](m)} and the second equality is
obtained from the properties of DFT. One can see that &, in (6.75) is basically g in
(6.16) for TFS channel provided that §x = Dyq- hence, Proposition 1 is proved for

TFS channel.
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6.4.3.2. Proof of Proposition 2

In TFS channel, we need to prove the following to prove Proposition 2:

1. MC-DS-CDMA Case 1 system in Section 6.2.3.1 is equivalent to MC-CDMA system
provided that §x = Dy, dx-

2. MC-DS-CDMA Case 2 system in Section 6.2.3.2 is equivalent to DS-CDMA system

provided that q; = Df\fqu.

The first proof can be deduced by noting that in MC-DS-CDMA Casel system, per
sub-band there exists L, multipath due to frequency selectivity and per path, each
chip is faded differently due to time selectivity. This scenario per sub-band is similar to
that in Section 6.4.3.1. The proof is obtained by mimicking the proof in Section 6.4.3.1
per sub-band parallel to the proof of Proposition 2 in Section 6.4.1.

The second proof can be directly obtained analogous to the first one using the map-

pings in Section 6.4.2.

6.4.3.3. Proof of Proposition 3

In TFS channel, Proposition 3 addresses the equivalence conditions between a MC-DS-
CDMA Case3 system in Section 6.2.3.3 and, a MC-CDMA and DS-CDMA systems.
Starting with a MC-CDMA system in TFS channel. Under BF assumption, the noise-
free received signal in (6.11) can be written as (recall (4.46))
Ne M
B~ Y0 D helm.i] Y dulnle (6.76)
i=1 m=—M ne;

In view of (6.76), the MC-CDMA system in TFS channel under BF encountérs mul-

tiple Doppler components per sub-band. As discussed in Section 6.3, to diagonalize
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the system, we decrease T, and increase B, such that the resulting TF-CDMA basis
waveforms encounter non-selective fading. One can see that this scenario is analogous
to the way MC-CDMA system diagonalizes MC-DS-CDMA Case 1 system in the proéf
of Proposition 2 Section 6.4.1. In fact, the proof of Proposition 3 in TFS channel is
analogous to that of Proposition 2 in Section 6.4.1 except for interchanging time and

frequency domains and the same condition §x = D Ntf{,(cf ) for equivalence hold.

We note that, analogous proof to Proposition 3 in TFS channel can be obtained
starting with DS-CDMA system and using the mappings in Section 6.4.2. The corre-

sponding condition for equivalence is q, = D% fqﬁj’.

We also note that in TFS channel as oppose to FS (TS) channel, not any Fu, (Fn,)
unitary transformation satisfies equivalence. The reason is that in TF'S channel the
channel matrix in MC-CDMA (DS-CDMA) system is no longer diagonal but rather
Toeplitz due to time (frequency) selectivity. Hence, there will always be a DFT op-
eration between the channel coefficients of MC-DS-CDMA Case3 system and those of

MC-CDMA (DS-CDMA) system.

The equivalence results obtained in Section 6.4.3 are summarized in Tables 6.3 and
6.4. In both tables, the last column is obtained by combining the results in the first
two columns. We note that from Tables 6.3 and 6.4, given qx, we have two possible

conditions for MC-DS-CDMA Case 3 system to be equivalent to DS-CDMA system:

1. §) = Dy.Drar.
2. § = D, qu-

One can show that both unitary transformations F, = D ~.Dy and Fp = D Ny satisfy
(6.43) when systems z and y are MC-DS-CDMA Case 3 and DS-CDMA respectively.
A similar argument holds for MC-DS-CDMA Case 3 and a MC-CDMA systems.
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MC-DS-CDMA MC-CDMA DS-CDMA
¢ ¢ 3
MC-CDMA DS-CDMA MC-DS-CDMA
Dn.aY’, B, > Af, D Dyax, B, > Af.,
T, < At. B T, € At,
ac=1{ Dnal), B, < Af., ¢ | @ =D& | & ={ DEDrar, B, <AL,
T, < At. T, < At.
and BF and BF
Table 6.3. Equivalence results for TFS channel-Part 1
MC-DS-CDMA DS-CDMA MC-CDMA
g ¥ i
DS-CDMA MC-CDMA MC-DS-CDMA
r D{\{rfq}:)’ 3 - l_)NfD.f)\quy
T, > At,, T, > At,,
B, < Af. - NGO B, < Afe
= - = D . = = -~ >
%= b4, % =Dvax | 47=) by Dfa.
T, € At,, T, € Ate,
| B, < Af.and BF | . B, < Afcand BF |

Table 6.4. Equivalence results for TFS channel-Part 2
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6.5. Numerical Results

In this section we illustrate the results obtained in Section 6.4. We consider a system
of K = 20 users, and a WSSUS channel model with L = 4 resolvable paths. Each
user uses a distinct Gold code of length N = 32 for signal spreading and the receiver
employs a MMSE detector. We use SINR and P, defined in Section 6.4 as measures

for performance and adopt the equivalence conditions stated in Tables 1,2,3 and 4.

Figure 6.7(a) and (b) show the performance of the different CDMA systems in F'S
channel. In these figures we show the performance of the three systems considered
in this paper. In particular, we show the performance of MC-DS-CDMA system for
its two cases. First, Case 1 where we choose N; = 2 so that L, = 2. Second,
Case 3 where two different values of N; are considered, Ny = 8,16. We also show
the performance of the DS-CDMA and MC-CDMA systems. Figure 6.7(a) shows the
SINR performance for the different systems as well as the Signal to Noise Ratio (SNR)
in absence of interference which is a bound on the SINR. Figure 6.7(b) shows the F.
for the different systems. As expected from Propositions 1,2 and 3, the performance

of the different systems is virtually indistinguishable.

Figure 6.8(a) and (b) show the SINR and P. respectively for the MC-CDMA, DS-
CDMA and MC-DS-CDMA Case 3 systems in TFS channel with B;T = 0.2. For the
MC-DS-CDMA Case 3 system, we take Ny = 8 and ideally assume that under this
choice every time-frequency basis waveform encounters non selective fading in time

and frequency. Again the performance of the three systems is virtually identical.
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6.6. Conclusion

In this chapter we studied MMSE multiuser detection for a class of CDMA systems in

FS, TS, and TFS channels. We drew a complete duality between systems operating
over time and frequency selective channels. We also use this duality to divide the
systems operating over TFS channel into sub-groups that either resemble some of the
systems operating over FS or TS channels. Building on the time-frequency duality, we
showed the sufficient conditions for the different systems to be equivalent in F'S, TS,

and TFS channels. Numerical results that support our analysis were also provided.
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Figure 6.1. The transmitter structure for different CDMA systems. (a) DS-CDMA system
where g[p] is the p** entry of the k** user signature code. (b) MC-CDMA system where
Gx[n] is the nt® entry of the k** user signature code. (c) MC-DS-CDMA system where g[p, n]
is the (p,n)** entry of the kth user signature code.
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Figure 6.2. The code distribution in time and frequency domains. (a) DS-CDMA system.
(b) MC-CDMA system. (c) MC-DS-CDMA system.
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Figure 6.3. DS-CDMA and MC-CDMA systems in FS channel. The DS-CDMA system
exhibits multipath in time domain due to frequency selectivity. The MC-CDMA system is
diagonal since each subcarrier encounters non selective fading in the frequency domain.
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Figure 6.4. DS-CDMA and MC-CDMA systems in a TS channel. The MC-CDMA system
exhibits multiple Doppler components in the frequency domain due to time selectivity. The
DS-CDMA system is diagonal since each basis waveform (chip) encounters non selective

fading in the time domain.
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Figure 6.5. Diagonalizing a TFS channel via a TF-CDMA system starting from a MC-CDMA
system. The bandwidth is divided into Ny sub-bands each contains N; subcarriers that are
faded similarly. To diagonalize TFS channel, each basis waveform duration is reduced by
Ny, its bandwidth is increased by N; so as the new basis waveforms encounter non selective
fading in time and frequency. (a) MC-CDMA system. (b) TF-CDMA.
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Figure 6.6. Diagonalizing TFS channel via TF-CDMA system starting from a DS-CDMA
system. The symbol duration is divided into Ny time slots each contains Ny time samples
that fade similarly. To diagonalize the TFS channel, each basis waveform bandwidth is
reduced by Ny, its duration is increased by Ny so as the new basis waveforms encounter flat
fading in time and frequency. (a) DS-CDMA system. (b) TF-CDMA.
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Figure 6.7. Various systems performance over F'S channel for K’ = 20 as a function of SNR.
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Figure 6.8. The performance of MC-CDMA, DS-CDMA and TF-CDMA systems over TFS
channel for K = 20 as a function of SNR and at By7 =0.2. (a) SINR. (b) F..
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CHAPTER 7

CONCLUSIONS AND FUTURE RESEARCH

This thesis has proposed some innovations in the design of CDMA systems operating
over time and frequency selective channels. CDMA are MAI-limited systems. MAI
causes an irreducible bit error rate (interference floor) even at high SNR. We studied
interference suppression technique based on Minimum Mean Square Error (MMSE)
criterion. The receiver building blocks are the canonical multipath-Doppler coordi-
nates that enable us to naturally partition the signal space into primary and secondary
coordinates. The detector employs a number N, of primary plus secondary coordi-
nates that define the detector subspace. To suppress N; interferers, the detector sub-
space should have a dimension N;,; > N; + 1. Primary coordinates only carry desired
signal and secondary coordinates are added progressively until necessary dimensions
are attained to suppress interference. The proposed receiver can achieve near-optimal
performance with minimal complexity. The receiver also lends itself easily to adaptive
implementations that only require the knowledge of the desired user’s signature code.
In Chapter 4, we studied the MC-CDMA system over multipath channels in the pres-
ence of imperfections, such as fast fading, frequency offsets and phase noise. The
MC-CDMA system diagonalizes slow fading channels, however it suffers severe per-
formance degradation in the presence of imperfections. Imperfections destroy orthog-
onality between subcarriers, thereby introducing ICI. We introduced a unified signal
model that captures the different types of imperfections. Analytical expressions for the
imperfections coefficients as well as an estimate to the number of strong coefficients
were also provided. We then proposed a Rake receiver-like detector that captures the

energy loss due to imperfections and exploits Doppler diversity.
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In Chapter 5, we proposed signaling scheme and corresponding transceiver structure
that diagonalizes time and frequency selective channels. The proposed scheme em-
ploys short-time Fourier basis waveforms as information-bearing signals. The aim
is to have each basis waveform encounter flat fading. The conditions necessary for
diagonalization to hold as well as a near-optimal choice of the basis waveforms was
provided.

The thesis culminated with a general framework that includes the different CDMA
systems under consideration as special cases. This framework exploited time-frequency
duality to establish an equivalence between systems operating over purely frequency
selective channels and those operating over purely time selective channels. We then
generalized these results to include the different CDMA systems operating over time
and frequency selective channels. Sufficient conditions for all systems to perform al-
most in a similar fashion over the different types of channels were derived. The different
aspects of the results developed in this thesis suggest several promising directions for

future research, some of which we discuss next.

e Adaptive implementation to the MMSE detector in Chapter 3.
In Chapter 3 we provided two possible adaptive implementation based on
minimizing the output energy subject to constraining the desired compo-
nent to a constant. One direction for future research is to consider adaptive
implementation of the receiver. This include finding a suitable algorithm
as well as addressing problems such as convergence rate, algorithm ini-
tialization, algorithm robustness, etc. We note that even though many
papers have addressed adaptive implementation for multiuser detectors in

slow fading channel [54, 23, 55, 56, 57], the performance of these adaptive
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schemes in the presence of rapid temporal variations, as well as - complexity

issues remain an open issue.

¢ Extending the scheme in Chapter 4 for other impeerfections.
Basically there exist two other main imperfections that seve=rly degrade
the performance of MC-CDMA systems — Inter Symbol Interfeerence (ISI)
and high Peak to Average Ratio (PAR). As mentioned before, tthe problem
of ISI due to multipath is solved by appending a cyclic prefixz at the end
of each data frame. Cyclic prefix absorbs the channel echos aand restores
orthogonality between the different subcarriers. A crucial condition for
cyclic prefix to work is that it be longer than the number of muultipaths L.
In some scenarios this condition is not satisfied and again the or-thogonality
is destroyed creating ICI and energy leakage. The PAR protblem is due
to the nature of MC signal as a sum of sinusoids — so that iits sampled
amplitude has almost Gaussian distribution and can get highn enough to
be susceptible to non-linear distortion by power amplifiers. Norn-linearities
also destroy orthogonality and create ICI. An extension to our reesearch is to
find an equalizer for these imperfections parallel to the schemes introduced
in Chapter 4. For instance, it could be possible to cast the ISI and PAR

problems in the same unified framework introduced in Chapte=r 4.

e Pulse shaping for improved channel diagonalizations. In Chap-
ter 5, we derived the conditions necessary for the basis waveffforms to di-
agonalize time-and frequency-selective channels. It is clear that better
diagonalization is achieved if the basis waveform is well-localiized in time

and frequency. In the results in Chapter 5, we adopted the rectangular
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pulse shape for simplicity. An interesting future research direction is to
try to find better pulse shapes for improved channel diagonalization. For
example, the Gaussian pulse was tested in [52]. This pulse is well-localized
in time and frequency such that it meets the Hiesenberg uncertainity prin-
ciple limit. However, there is no easy way of extracting data from those

basis waveforms since they are non-orthogonal.

¢ Finding the eigenfunctions for space-time scenarios. In Chap-
ter 5, we showed how to find an approximate eigenfunctions for time-and
frequency-selective channels. A more challenging problem is to find the
eigenfunctions for space-time channels as well. In scenarios where multiple
antennas are used at the transmitter and /or the receiver and if the channel
state information is a priori known at the transmitter, diagonalizing the
channel is feasible. However, the eigenfunctions change with the spatial
channel coefficients. A very challenging problem is to find fized space-time

basis functions that approximately diagonalize the space-time channel.
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APPENDIX A

THE NECESSARY CONDITION FOR (3.47) TO HOLD

Recall that Ree = g187 4+ Re,. It follows from the matrix inversion lemma [31] that

R-l — gt _ BasBI R,
*e % 1+giRile

(A1)

To characterize the eigenvector corresponding to the minimum eigenvalue we study
the Rayleigh quotient (x?RZ.x)/||x||*>. From (A.1) it follows that
’x"Rzix | (gfRilg)(x"RIx)  ?XRCef
o +o’gfR e o +o’glRlg o +o’gR g
(A.2)

xTRx =

Recall from (3.27) that

P

~ 1
Ro: = Vi,A™'Vi + 5V, VI, (A.3)

from which we conclude that as 62 — 0, R7! ~ LP,, = 5V, , V¥ . Combining

this fact with (A.2) we conclude that for o2 — 0

HR-1x =~ x7P, px 1 (87 P Lp81)(xP LX) 1 xP L
ee o2 +glP.,g o° o2+glP. e o2 0%+ g{' P18
(A.4)

From (A.4) we conclude that in order to keep xR .x from blowing up (as c?—0),
we need to have the second term on the right-hand side equal to zero. Clearly, the
choice x = ag; accomplishes this and it follows that

- agiRotog 1 . (A.5)
20 |lag||? Izl

However, x = g, may not be the unique choice unless P, , has rank D, (full-rank).

Since V. , is Dy X (Nyt — N;), a necessary condition for P, , to be full-rank is that
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Nit — N; = D, + D; — N; > D,, or equivalently, D, > N;. Thus, we conclude
that a necessary condition for the least (most) dominant eigenvector of RZ{ (Ree) to
converge to e’®g; /||g:|| in the limit of high SNR (with 1/|[g:1]|? as the corresponding

eigenvalue!) is that D; > N;. This proves (3.47).

1The remaining D, — 1 eigenvalues of R7§ (Re,e) =+ +00(0).
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APPENDIX B

THE PROOF OF PROPOSITION 1, CHAPTER 5

Using (2.2) in (5.14) we get p = 1 — zy where

1 To/2 rTo/2
= -—= Ri(t, —t z B.1
¥ (To)? /—To/2 —To/2 1ty —ta)dtrdty (B-1)
R AT (B.2)
7= (Bo)? J-Bos2 J=Bo/2 = 2)df1dfz- .
Using (5.7), (B.1) becomes
z = 2sinc(ByTo) — sinc®(ByTy) (B.3)

by using the approximation % f5 sinc(l)d!l = sinc(a/2) that is justified by C1. A similar
expression for y can be obtained by replacing 2B, with T}, and T, with B, and using

the fact that e~"TAf ~ 1 in (5.7) for |Af] < B, (due to C2). Thus,
p=1-[1-(1—sinc(BsTo))?] [1 — (1 - sine(Trm Bo/2))?] (B.4)
which can be further simplified to
p = K((BaTo)® + (T Bo)®) — K*(B4Tn)° (B.5)

by using the fact that 1 — sinc(a) = Za® for £ < 1, where K = 5% Since
(B4T0)8(TmBo)® = (T'nBy)® is a constant, we deduce that p has a minimum at BT, =

T,» B, by using the inequality “—;ﬁ > /ab for a > 0 and b > 0.
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APPENDIX C
THE PROOF OF (6.43)
Recall from (6.12) that in FS channel, (i.e. M=0 in (6.11)), hi(0,n) = Cx(0, (n +

1/2)/T). For (6.45) to hold, it suffices to prove that ki(0, n) is the n** component of

the DFT of {ht(0,{), [ =0,1,---,L}, from which

L -2win L -2win Tm o (I—B
> he[0,l]eTT"T = Y eTw / cx(0, 7)sinc(l — Br)el™ (=Bt
=0 =0 0

Tm R L )
= [T a(0,7)e ™Y sinc(l — Br)e /Ny
0 =0

= /Tm cx(0, 7)e ™8T i2m(n/N+1/2) BT gy
0

Trm s2TNT
= / ck(0,7)e™ T dt
o]
= C~'l‘:(()777'/‘2ﬂ)

= h(0,n)0 (C.1)
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APPENDIX D
THE PROOF OF (6.63)

Recall from (6.4) that in TS channel (i.e. L=0 in (6.3)), Ax(p,0) = cx({p +1/2)T,0).
Note also from (6.12) that in TS channel,

- Bgy _ .
hi(m,0) = / B‘l Ci(6,0)sinc(m — 8T)e=77(m=0T) 49 (D.1)

Let v = M + m, for (6.65) to hold, it suffices to prove that ej%lzhk(p,O) is the p**

component of the Inverse (I) DFT of {Ax(v,0), v =0,1,---,2M}, from which

M -~ :2TY Bd ~ . 2M . :27Up
Y hi(v, 00 % = / C(8,0)7™ M+ S sinc(v — M — §T)e ™™ el 5> do
—By

P v=0

(D.2)
- / P4 B(8, 0)eTMHIT) gi2m(p/N-1/2)(M+0T) g (D-3)

—By '

.25 ) B N 3

— = [ 0,000 (D4

—Bg4
= ej%{&hk(PxO)D' (D.5)
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APPENDIX E

THE PROOF OF LEMMA 1

Starting with the right hand side of (6.67),

2rm(p+1/2) Tm
Z Hi(m,l)é - / / C(8, T)sinc(l — B7)e I™U-Bn)ei™6T)
m=-M By
Mo —jrm_j2Emlpti/2)
>~ sinc(m —0T)e Jmm gl dédr (E.1)
m=-—M
Tm
= / / C(8, T)sinc(l — B7)e ImU=Beim(6T)gimM
By
—j Rt Z sinc(v — M — T )e™ 7™’ 2l g
v=0
(E.2)
Tm B i .
= / / ‘ C (0, T)sinc({ — Br)e im(=Bm)im(0T)
e],rM ”_W.’.’ii'ﬂ. _727'( +1 2—1/2)(M-{-6T)d0d7_ (E.3)
Tm
= / / C(8, 7)sinc(l — Br)e~i™(-B7) x
eﬂ’f"T(“’i—Lw )dodr (E.4)
Tm s . —jw(l—BT)
= / c((p+1/2)T.,7)sinc(l — Br)e™ dr (E.5)
0
= hi(p,!) (E.6)
where in (E.2), we did a change of variables v =m + M. O -

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



149

BIBLIOGRAPHY

[1] J. G. Proakis, Digitial Communications. New York: McGraw Hill, 3rd ed., 1995.
[2] T.S. Rappaport, Wireless Communications. New Jersey: Prentice Hall, 1996.

[3] A. M. Sayeed and B. Aazhang, “Joint multipath-Doppler diversity in mobile
wireless communications,” [EFE Trans. Commun., vol. 47, pp. 123-132, Jan.
1999.

[4] R. Lupas and S. Verdu, “Near-far resistance of multiuser detectors in asyn-
chronous channels,” IEEE Trans. Commun., vol. 38, pp. 496-508, Apr. 1990.

[5] S. Hara and R. Prasad, “Overview of multicarrier CDMA,” J[EEE Commun. Mag-
azine, pp- 126-133, Dec. 1997.

[6] K. Fazel and L. Papke, “On the performance of orthogonal multicarrier CDMA
in a multipath fading channel,” in Proc. IEEE PIMRC, pp. 468472, Sept. 1993.

[7] E.Sourour and M. Nakagawa, “Performance of orthogonal multicarrier CDMA in
a multipath fading channel,” [EEE Trans. Commun., vol. 44, pp. 356-367, Mar.
1996.

[8] V. Dasilva and E. Sousa, “Performance of orthogonal CDMA codes for quasi-
synchronous communication systems,” in Proc. IEEE ICUPC 93, (Ottawa,
Canada), pp. 995-999, Oct. 1993.

[9] T. Lok and T. Wong, “Transmitter and receievr optimization in multicarrier
CDMA systems,” IEEE Trans. Commun., vol. 48, pp. 1197-1207, July 2000.

[10] T. Kadous and A. Sayeed, “Progressively powerful multiuser detection over time-
varying multipath channel,” in proc. IEEE GLOBECOM °1999., (Rio de-Janeiro,

Brazil), Dec. 1999.

[11] T. A. Kadous and A. M. Sayeed, “Decentralized multiuser detection for time-
varying multipath channels,” IEFE Trans. Commun., vol. 48, pp- 1840-1852,
Nov. 2000.

[12] A. M. Sayeed, “Canonical multipath-Doppler coordinates in wireless communi-
cations,” in 36th Annual Allerton Conference on Communication, Control and
Computing, 1998.

[13] A.M. Sayeed, A. Sendonaris, and B. Aazhang, “Multiuser detection in fast fading
multipath environments,” IEEE J Select. Areas Commaun., vol. 16, pp. 1691-1701,
Dec. 1998.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



150

[14] P.A.Bello, “Measurment of random time-variant linear channels,” IEEE Trans.
Coomu., vol. 15, pp. 469-475, July 1969.

[15] Y. Li, L. Cimini, and N. R. Sollenberger, “Robust channel estiamtion for OFDM
systems with rapid dispersive fading channels,” ITEEE Trans. Commun., vol. 46,
pp. 902-915, July 1998.

[16] D. Slepian, “On bandwidth,” Proc. IEEFE, vol. 64, pp. 292-300, Mar. 1976.
[17] S. Verdu, Multiuser Detection. Cambridge University Press, 1998.

[18] in Wireless Communications: Signal Processing Perspectives (H. V. Poor and

G. W. Wornell, eds.), Prentice Hall, 1998.

[19] U. Madhow, ¢“Blind adaptive interference suppression for direct-sequence
CDMA,” Proc. [EEE (Special Issue on Blind System Identification and Estima-
tion), vol. 86, pp. 2049-2069, Oct. 1998.

[20] G. Woodward and B. Vucetic, “Adaptive detection of DS-CDMA,” Proc. IEEE,
vol. 86, pp. 1413-1434, July 1998.

[21] I. Ghauri and D. T. M. Slock, “Blind channel and linear MMSE receiver de-
termination in DS-CDMA systems,” in Proc. I[CASSP’99, pp. 2699-2702, Mar.
1999.

[22] M. K. Tsatsanis and Z. Xu, “Performance analysis of minimum variance CDMA
receivers,” IEEE Trans. Signal Processing, vol. 46, pp. 3014-3022, Nov. 1998.

[23] X. Wang and H. V. Poor, “Blind adaptive multiuser detection in multipath
CDMA channels based on subspace tracking,” IEEE Trans. Signal Processing,
vol. 46, pp. 3030-3044, Nov. 1998.

[24] H. Liu and M. D. Zoltowski, “Blind equalization in antenna array CDMA sys-
tems,” IEEE Trans. Signal Processing, vol. 45, pp. 161-172, Jan 1997.

[25] T. F. Wong, T. M. Lok, J. S. Lehnert, and M. D. Zoltowski, “A linear receiver
for direct-sequence spread-spectrum multiple-access systems with antenna arrays
and blind adaptation,” IEEE Trans. Inform. Theory, vol. 44, pp-. 659-676, Mar.
1998.

[26] T. Kailath, “Sampling models for linear time-variant filters,” Tech. Rep. 352,
MIT Research Laboratory of Electronics, May 1959.

[27] G. H. Golub and C. F. V. Loan, Matriz Computations. John Hopkins, 1996.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



151

[28] U. Madhow and M. L. Honig, “MMSE interference suppression for direct-sequence
spread-spectrum CDMA,” IEFE Trans. Commun., vol. 42, pp. 3178-3188, Dec.
1994.

[29] X. Wang and H. V. Poor, “Blind multiuser detection: A subspace approach,”
IEEE Trans. Inform. Theory, vol. 44, pp. 677-690, Mar. 1998.

[30] H. V. Poor and S. Verdu, “Probability of error in MMSE multiuser detection,”
IEEE Trans. Inform. Th., vol. 43, pp. 858-871, May 1997.

[31] S. Haykin, Adaptive Filter Theory. Prentice Hall, 3 ed., 1996.

[32] S. Verdu, “Optimum multi-user asymptotic efficiency,” [EEE Trans. Commun.,
vol. 38, pp- 496-508, Apr. 1990.

[33] B. D. Van Veen, A. M. Sayeed, and E. N. Onggosanusi, “Interference resistant
blind acquisition and channel estimation for CDMA communication systems,” in
Proc. 2000 IEEE Int. Conf. on Acoust., Speech and Signal Proc. — I[CASSP 00,
2000.

[34] S. Bhasyam, A. M. Sayeed, and B. Aazhang, “Time-selective signaling and recep-
tion for communication over multipath fading channels,” JEEE Trans. Commun.,
vol. 48, pp- 83-94, Jan 2000.

[35] A. M. Sayeed, E. N. Onggosanusi, and B. D. Van Veen, “A canonical space-
time characterization of mobile wireless channels,” [EEE Communications Let-

ters, pp- 94-96, Apr. 1999.

[36] E. N. Onggosanusi, A. M. Sayeed, and B. D. Van Veen, “Canonical space-time
coordinates for multiuser wireless communications,” in Proc. 2nd I[EEE Wksp. on
Signal Proc. Adv. Wireless Commun. — SPAWC 99.

[37] E. N. Onggosanusi, B. D. Van Veen, and A. M. Sayeed, “Multi-access interference
suppression in canonical space-time coordinates: A decenteralized approach,”
submitted to IEEE Trans. Commun.

[38] S. Hara and R. Prasad, “Design and performance of multicarrier CDMA system in
frequeny-selective Rayleigh fading channels,” IEEE Trans. Veh. Technol., vol. 48,

pp. 1584-1595, Sept. 1999.

[39] T. Pollet, M. V. Bladel, and M. Moeneclaey, “BER senstivity of OFDM systems to
carrier frequency offset and wiener phase noise,” IEEE Trans. Commun., vol. 43,

pp. 191-193, Feb./Mar./Apr. 1995.

[40] P. Robertson and S. Kaiser, “Analysis of the effect of phase-noise in orthogonal
frequency division multiplex (OFDM) systems,” in proc. IEEE ICC 95., (Seattle,
WA,), pp. 1652-1657, June 1995.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



152

[41] L. Tomba and W. A. Krzymien, “Senstivity of the MC-CDMA access scheme to
carrier phase noise and frequency offset,” IEEE Trans. Veh. Technol., vol. 48,
pp- 1657-1665, Sept. 1999.

[42] T. Pollet, M. Moeneclaey, I. Jeanclaude, and H. Sari, “Effect of carrier phase jitter
on single-carrier and multi-carrier QAM systems,” in Proc. ICC 1995, (Seattle,
Washington), pp. 1046-1050, IEEE, June 1995.

[43] C. Muschallik, “Influence of RF oscillators on an OFDM signal,” IEEE Trans.
Consumer FElect., vol. 41, pp. 592-603, Aug. 1995.

[44] P. Robertson and S. Kaiser, “Analysis of the loss of orthogonality through Doppler
spread in OFDM systems,” in Proc. GLOBECOM 99, (Brazil), pp. 1-10, IEEE,
DEC. 1999.

[45] X. Gui and T. S. Ng, “Performance of asynchronous orthogonal multicarrier
CDMA system in frequency selective fading channel,” IEEE Trans. Commun.,
vol. 47, pp. 1084-1091, July 1999.

[46] H.Steendam and M. Moeneclaey, “Analysis and optimization of the performance
of OFDM on frequency-selective time-selective fading channels,” JEEE Trans.
Commun., vol. 47, pp. 1811-1819, Dec. 1999.

[47] J. Armstrong, “Analysis of new and existing methods of reducing intercarrier
interference due to carrier frequency offset in OFDM,” IEEE Trans. Commun.,
vol. 47, pp. 365-369, March 1999.

[48] G. J. Foschini and G. Vannucci, “Characterizing filtered light waves corrupted
by phase noise,” IEEE Trans. Inform. Theory, vol. IT-34, pp. 1437-1448, Nov.
1988.

[49] A. Papoulis, Probability, Random Variables and Stochastic Processes. New York:
McGraw Hill, 3rd ed., 1991.

[50] L. Cimini, “Analysis and simulations of a digital mobile channel using orthogonal
frequency division multiplexing,” IEEE Trans. Commaun., vol. 33, pp. 665-674,
July 1985.

[51] W. Kozek, “On the transfer function calculus for under-spread LTV channels,”
IEEE Tran. Stg. Proc., Jan. 1997.

[52] K. Liu, T. A. Kadous, and A. M. Sayeed, “Orthogonal time-frequency signaling
in doubly dispersive channels,” to be submitted to IEEE Trans. Inform. Theory.

[53] M. K. Simon and M. S. Alouini, “A unified approach to the performance analysis
of digital communication over generalized fading channels,” Proc. [EEE, vol. 86,
pp- 1860-1877, Sept. 1998.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



153

[54] M. Honig, U. Madhow, and S. Verdu, “Blind adaptive multiuser detection,” JEEE
Trans. Inform. Theory, vol. 41, pp. 944-960, July 1995.

[55] D. Chen and S. Roy, “An adaptive multiuser receiver for CDMA systems,” I[EEE
JSAC, vol. 12, pp. 808-816, June 1994.

[56] J. Caire, “Two-stage nondata-aided adaptive linear receivers for DS/ CDMA 7
IEEE Trans. Commun., vol. 48, pp. 1712-1724, Oct. 2000.

[57] U. Madhow, “Blind adaptive interference suppression for the near-far resistant
acquisition and demodulation of direct-sequence CDMA systems,” IFEE Trans.
Signal Processing, vol. 45, pp. 124-136, Jan. 1997.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



